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Foreword

I appreciate the opportunity to write the foreword for this new edition of The
Measurement of Environmental and Resource Values because it allows me to be the
first to comment on this revision to a classic. Over 35 years ago, when Freeman
wrote the book that started his incredible legacy to environmental economists,
the information available to economists about how people were affected by and
responded to changes in environmental quality was limited. The primary data
available were scarce. Surveys of outdoor recreation use (such as those conducted
by the Bureau of Outdoor Recreation) and data describing average housing
“prices” from the Census were the best we had. The norm for information
allowing people’s choices to be linked to environmental conditions was “bleak.”
Most data were from secondary sources. They were often aggregated in ways
that compromised their ability to inform researchers about the importance of the
differences in spatially delineated environmental services that people experienced
as part of their everyday lives.

Today there appear to be few limits to what creative young environmental
economists have been able to construct. We now have the ability to observe
individuals and their households with considerable detail. Indeed, confidentiality
concerns seem to be the single most important limitation to the granularity in
the records this new generation has developed. We observe a host of market and
non-market behaviors including how people use their time; and we can connect
the environmental conditions that affect them in many diverse locations on the
Earth. These records include variations between individuals at different locations
at a point in time as well as over time. Often we can observe the same person
(or household) responding to changes in environmental conditions over time.
Economic analyses of what we can observe have also changed. Today there is
greater integration of econometric methods and the economic theory describing
how heterogeneous agents respond to changes in environmental services.

In the second edition of Measurement, Freeman noted that his book was intended
to serve a complementary role to the treatment of econometric methods in other
books. This new edition represents a significant departure from this strategy. In
my view it is the first book in applied welfare economics to take seriously the
need to integrate economics and micro-econometrics so that both contribute to
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informing the decisions analysts must make in using the rich detail in this new
information landscape to understand people’s choices.

The result of this integration is important. We have the same clear explanations
and attention to the role of assumptions in understanding the economic behaviors
we wish to describe as Rick offered in his earlier editions. What is new is the direct
link to the ways econometric models represent them. Some examples may help
to illustrate my point. The discussion of the definitions and measures for changes
in individual welfare in response to an exogenous change in the circumstances
governing a person’s choices now blends the careful treatment of how price,
quantity, and quality changes are evaluated in Marshallian and Hicksian terms
with an expansion in the discussion of how these distinctions are represented
within discrete choice models. This blending of theory and empirical insights
can also be seen in the discussion of how theory, experimental results, and new
behavioral hypotheses all contribute to interpretations of the willingness to pay /
willingness to accept disparity. There are many other examples of this integration
throughout the new edition. The econometric treatment of data problems so
often encountered in recreation demand modeling is recognized to be equally
important to the measurement of consumer surplus with the models we estimate.
This discussion is now able to highlight the modeling tradeoffs—simplicity in
measuring tradeoffs versus strong restrictions to the data generating process.
The discussion of modeling choices for describing multiple-site models is equally
nuanced. The bottom line to these examples is that in each area where theory
must be adapted to meet the complexities of real choice processes, the authors
bring readers to the frontiers of our understanding. This is true for travel cost
recreation demand, hedonic models, including locational equilibrium approaches,
and stated preference surveys.

Ten years ago when I prepared the forward for Rick’s second edition, I wondered
(to myself) will this be the last revision? I wished there was a way to assure the
Freeman legacy of providing a platform for clear access to what has been learned
about measuring the economic values for changes in environmental services could
be made sustainable. Rick and Resources for the Future answered my question.
They recognized that many generations of environmental economists have been
using those early editions of Freeman to learn and, as a result, appreciate the
importance of maintaining it. This new edition adds two of the leaders in our
field, Joe Herriges and Cathy Kling, to the team so that his legacy is sustained! By
recruiting the best of his early “students” to help, RFF has assured the Freeman,
Herriges, and Kling edition of Measurement will continue to help new generations
of environmental economists understand what has been accomplished and build
on it. In the process, I believe the addition of Joe and Cathy will enhance Rick’s
legacy by encouraging greater integration of economic theory and econometric
methods in the ways we evaluate strategies for measuring environmental and
resource values.

V. Kerry Smith, Cave Creck, AZ



Preface

Freeman has been very gratified by the reception that the second edition of this
book received. He appreciates the many requests that he undertake another
revision of the book to reflect recent developments in the field of nonmarket
valuation. However, he recognizes that the field has been rapidly developing since
his retirement from teaching some 13 years ago. He 1s immensely grateful that
Joseph Herriges and Catherine Kling agreed to join him as coauthors of this,
the third edition. Herriges and Kling, for their part, feel privileged to have been
asked. As a graduate student, Kling used the first edition of Freeman’s book and
both Herriges and Kling taught for many years using the second edition. To be
invited by the scholar that literally “wrote the book” on measuring environmental
and natural resource values to participate in a revision of that book is truly an
honor. Our goal was for the third edition to read as if written by a single author;
consequently, we all contributed to all chapters, working and re-working the text
together. We share equal responsibility for errors and oversights.

The objectives of this edition are essentially the same as those of the first two
editions. These objectives are, first, to provide an introduction and overview of the
principal methods and techniques of resource valuation to professional economists
and graduate students who are not directly engaged in the field and, second, to
give practitioners in the field an up-to-date reference on recent developments in
the theory and methods underlying the practice of resource valuation. While we
have tried to be comprehensive in our coverage of topics, this book is not a “how-
to” manual. That kind of book would have to deal in much more detail with
a host of econometric, data, and related technical issues and several excellent
volumes are available. We do hope however that this book provides the necessary
background in theory, basic models, data needs, and econometric overviews so
that the reader will have a strong basis for diving into the task of undertaking a
nonmarket valuation study.

What Is New

As the field of applied welfare economics and nonmarket valuation has become
more mature, researchers have adapted and developed increasingly sophisticated
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econometric tools. New theory and an increasing number of theoretical puzzles
have also become apparent. A primary goal in this revision has been to update the
text to reflect these advances and to freshen the examples with current empirical
work on contemporary environmental issues. In addition to updates throughout the
text, the chapter on stated preference methods has been completely rewritten and
the recreation demand chapter significantly updated. In the chapter on property
value models we have added a section on equilibrium sorting models. Also we
have added discussions and references to recent work on behavioral economics
and its implications for nonmarket valuation methods. Given the extraordinary
creativity of environmental economists, we acknowledge that the text will quickly
begin sliding out of date and we look forward to continuing to read and learn from
our colleagues as this field continues to progress.
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Chapter |

Resource Evaluation and
Public Policy

The premise underlying this book is that estimates of the economic values of
environmental and resource services can be a valuable part of the information base
supporting resource and environmental management decisions. The importance
of this premise is illustrated by a number of current environmental and resource
policy issues, all of which involve in one way or another questions of economic
values and tradeoffs. Consider these issues:

* Achieving the air and water pollution control objectives established by
Congress requires massive expenditures on the part of both the public and
private sectors. Is this diversion of resources from the production of other
goods and services making us better oft?

* Economists since A.C. Pigou (1929) have advocated placing taxes on
emissions of air and water pollutants based on the damages they cause.
What tax rate should be placed on these damages? How much do these
rates vary across locations and time? An important related question is, are
the gains from moving to pollution taxes greater than the costs of estimating
the relevant marginal damages?

* The development of new reserves of petroleum and minerals is increasingly
impinging on wild and natural areas that provide other environmental and
resource services. Areas that might be affected include the Arctic National
Wildlife Refuge, with its fragile habitat for caribou and other species, and
the outer continental shelf, where commercial and recreational fisheries
may be threatened by petroleum exploration and production. The 2010 oil
spill in the Gulf of Mexico, and associated pictures on the nightly news of
impacted wildlife, provided a cogent reminder that these same tradeoffs can
occur in areas of existing production as well. Are restrictions on development
in ecologically sensitive areas worth the costs they impose on society in the
form of reduced availability of, and higher prices for, energy and minerals?

* The development and management of large river systems such as the
Columbia River basin involves choosing among alternative combinations of
hydroelectric power, water supply, and commercial and recreational fishing.
There are also proposals to remove existing dams from many rivers. Are
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the ecological and recreational benefits of removing a dam greater than
the costs in the form of reduced power generation and water storage? Is it
worthwhile to curb water withdrawals for irrigation or reduce discharges
for power production in order to protect populations of salmon and other
migratory fish?

* The commercial exploitation of some natural resource systems may be
proceeding at unsustainable rates. Examples include some tropical forests
and many of the world’s fisheries. Shifting to sustainable rates of harvest
may involve substantial short-term costs in the form of forgone incomes in
order to achieve long-term increases in the flows of other ecological services.
Are the long-term gains from achieving sustainable rates of harvest greater
or less than the short-term costs?

* The scientific consensus is that substantial reductions in the emissions of
greenhouse gasses will be required to slow or reverse the warming of the
global climate. What degree of emissions reduction can be justified by the
benefits of slowing or preventing global warming?

* Many people are now advocating that countries expand their system of
national income accounts to include measures of the values of nonmarket
environmental services, and deductions for the costs of environmental
degradation and resource depletion. See, for example, Nordhaus and
Kokkelenberg (1999)."! How are these values and costs to be measured?

This book is about how, by providing measures of the economic values of the
services of environmental and natural resource systems, economics as a discipline
can contribute to answering questions such as these. We begin by introducing
the idea of the natural environment as a set of assets or a kind of natural capital
(Kareiva et al. 2011; Barbier 2011).

The Assets of Nature

Natural resources, such as forests and commercially exploitable fisheries, and
environmental attributes, such as air quality, are valuable assets in that they yield
flows of services to people. Public policies and the actions of individuals and firms
can lead to changes in these service flows, thereby creating benefits and costs.
Because of externalities and the common property and public good characteristics
of at least some of these services, market forces can be relied on neither to guide
them to their most highly valued uses nor to reveal prices that reflect their true
social values. Externalities arise when a real variable (not a price) chosen by one
economic agent enters the utility or production function of other economic
agents. Inefficiencies can occur when there is no requirement to, or incentive for,

1 For information and references on green accounting, see the web page of the United

Nations Environmental Program Green Accounting Resource Center at: www.unep.
ch/etb/areas/VRC_index.php.
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the first agent to take the effect on others into account when making choices. An
example is the level of emissions of smoke chosen by an electric generating plant
when that smoke causes ill health to people downwind of the plant. A public good
1s nonexcludable and nondepletable—that is, once the good has been provided to
one individual, others cannot be prevented from making use of the good, and one
person’s use does not diminish the use that others can make of the good. It is the
externalities and public good character of many environmental services that are
responsible for the failure of the market system to allocate and price resource and
environmental services correctly, and that create the need for economic measures
of values to guide policymaking.

Benefit-cost analysis as the basis for making decisions about water resources
investments came into its own more than 50 years ago. However, since the 1950s
when the techniques of conventional benefit-cost analysis were being developed
and refined, there have been significant changes in the nature of the problems
being dealt with and the analytical tools that have become available. V. Kerry
Smith called attention to these changes in his keynote lecture at Resources for the
Future’s 35th anniversary celebration in 1987. He went on to say that

This expansion of applications has far-reaching implications for the
techniques used and for the treatment of measures of the benefits and costs.
Consequently, it has led me to argue for the use of a broader term, resource
evaluation, to describe more adequately the amendments and expansions
to benefit-cost methods in evaluating today’s environmental and natural
resource issues.

(Smith 1988, 2)

One of the changes noted by Smith is the expanding range of resource and
environmental management problems being subjected to economic analysis.
As Smith pointed out, benefit-cost analysis was first developed to assess the net
economic values of public works projects, especially water resource developments,
that withdrew productive factor inputs (land, labor, capital, and materials) from
the economy to produce tangible outputs (for example, hydroelectric power and
transportation). Many of the outputs had market counterparts, so estimation of
monetary values was relatively straightforward. For example, the savings in the
monetary costs of repairing flood damages was taken to be a measure of the
benefits of controlling floods. In contrast, today the effects of many public actions
are much more subtle and wide-ranging. This is true for both the favorable effects
(benefits) and unfavorable effects (costs and damages). What were once considered
unquantifiable and perhaps relatively unimportant intangibles, such as improved
recreation and visual amenities, are now recognized as significant sources of value.
Also, consequences that were once unrecognized (for example, small changes in
the risk of cancer) or were thought to lie outside the realm of economic analysis
(say, loss of biodiversity and the preservation of endangered species and unique
ecological systems), are often central issues in the analysis of policy choices today:
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Another change is that the distinction between natural resources and the
environment that has prevailed in the economics discipline for so long is often
no longer meaningful. The objects of analysis for natural resource economists
have typically been such resources as the forest, the ore body, and the fish species
that produced a flow of commodities to the economy such as wood, metal, and
fish sticks. The environment has been viewed as the medium through which the
externalities associated with air, noise, and water pollution have flowed and,
sometimes, as the source of amenities. Increasingly, this distinction appears
to be artificial as we recognize both the variety of service flows provided by
natural resources and the importance of a variety of forms of externalities. This
recognition is apparently what Smith had in mind when he suggested the need
to “model both natural and environmental resources as assets” (1988, 3) that
yield a variety of valuable services. Freeman, Haveman, and Kneese had earlier
suggested that we “view the environment as an asset or a kind of nonreproducible
capital good that produces a stream of various services for man. Services are
tangible (such as flows of water or minerals), or functional (such as the removal,
dispersion, storage, and degradation of wastes or residuals), or intangible (such
as a scenic view)” (1973, 20). Ecologists are now also adopting this perspective as
they refer to “natural capital” and the values of ecosystem services (Prugh 1999;
Daily et al. 1997; Daily et al. 2000; Daily et al. 2011).

As this change in perspective is adopted, it will be necessary to take a more
expansive view of natural and environmental resources as complex systems with
multiple outputs and joint products. The natural resource-environmental complex
can be viewed as producing five kinds of service flows to the economy. First, as in
the conventional view of resource economics, the resource-environmental system
serves as a source of material inputs to the economy such as fossil fuels, wood
products, minerals, water, and fish. Second, some components of the resource-
environmental system provide life support services for people in the form of a
breathable atmosphere, clean water, and a livable climatic regime. Changes in
the flows of some of these life support services can be measured in terms of
changes in the health status and life expectancies of affected populations. Third,
the resource-environmental system provides a wide variety of amenity services,
including opportunities for recreation, wildlife observation, the pleasures of scenic
views, and perhaps even services that are not related to any direct use of the
environment (sometimes called nonuse or existence values). Fourth, this system
disperses, transforms, and stores the residuals that are generated as by-products of
economic activity. This is usually referred to as the waste receptor service of the
environment (Kneese, Ayres, and d’Arge 1970; Freeman, Haveman, and Kneese
1973). Finally, the resource-environmental system serves as a repository of genetic
information that helps to determine the stability and resilience of the system in
the face of anthropogenic and other shocks. Many of the services provided by
natural resource-environmental systems can be characterized as direct services
since their benefits accrue directly to people, for example, materials flows and
life support services. Other environmental services could be better described as
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indirect services in the sense that they support other biological and ecological
production processes that yield value to people. Examples include recycling of
nutrients, decomposition of organic materials, generation and renewal of soil
fertility, pollination of crops and natural vegetation, and biological control of
agricultural and other pests.

A forest, such as a unit in the U.S. National Forest system, is an example of
a resource-environmental system that provides a wide range of services, from
materials such as wood and fiber to amenities like scenic vistas, hiking, and wildlife
observation, and from the regulation of stream flow and control of erosion to
the absorption of atmospheric carbon dioxide. In addition, since trees are known
to emit nonmethane hydrocarbons, at least in some circumstances forests may
contribute to the impairment of the life support services (Chameides et al. 1988).
In the list of service flows there are examples of joint products—that is, pairs of
services that can be increased or decreased together. However, often an increase
in the flow of one type of service must be accompanied by a decrease in the
flow of some other service, all things being equal. In other words, this system 1s
characterized by scarcity and tradeoffs and requires a multipurpose approach to
its management (Bowes and Krutilla 1989).

The economic value of a resource-environmental system as an asset is the sum
of the discounted present values of the flows of all of the services. Since many of
these service flows are not bought or sold in markets and therefore do not have
market prices, the economic value of a natural asset may be quite different from its
market value. For example, an acre of wetland might trade in the market for land
on the basis of its value for commercial or residential development; but this value
could be quite different from the value of its services as wildlife habitat and as
means of controlling floods and recharging groundwater aquifers. It is important
to emphasize, particularly to noneconomists, that in such a case the true economic
value of this wetland includes both the marketed value as well as the nonmarketed
ecosystem services.

The benefit of any public policy that increases the flow of one type of service
is the increase in the present value of that service. However, the policy may have
costs in the form of decreases in the flows of other services. Similarly, what is
termed as damage due to pollution, or some other human intervention, is the
reduction in the value of the flow of services it causes. All of these changes in
resource flows, whether benefits, costs, or damages, have their counterparts in
changes in the value of the resource-environmental system as an asset. Some
attention must therefore be devoted to the theories of asset pricing, and the role
of time and discounting in calculating changes in environmental and resource
values. These topics will be taken up in Chapter 6.

Some of the service flows of resource-environmental systems are linked directly
or indirectly to markets, and hence are responsive to market forces. Many service
flows however, are not properly regulated by markets because of externalities,
their public goods characteristics of nonexcludability and nondepletability, and
other factors. As is well known, this means that a decentralized market system is
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unlikely to lead to the optimal pattern of service flows. Hence, there is a potential
role for public policy in the management of resource-environmental systems and
a need for information on the values of the service flows.

The Economic Concept of Value

The term “value” can have several different meanings. For example, economists and
ecologists often use the term in two different ways in discussions of environmental
services and ecosystems. One common use of the term is to mean “that which is
desirable or worthy of esteem for its own sake; thing or quality having intrinsic
worth” (Webster’s New World Dictionary). In contrast, economists use the term in a
sense more akin to a different definition, “a fair or proper equivalent in money;,
commodities, etc.” (Webster’s again), where “equivalent in money” represents the
sum of money that would have an equivalent effect on the welfare or utilities of
individuals.

These two different uses of the word correspond to a distinction made
by philosophers between nirinsic value and instrumental value. According to
philosophers, something has intrinsic value “if it is valuable i and for itself—if its
value is not derived from its utility, but is independent of any use or function it may
have in relation to something or someone else. ...an intrinsically valuable entity
is said to be an ‘end-in-itself,” not just a ‘means’ to another’s ends” [emphasis in
original] (Callicott 1989, 131). In contrast, something has instrumental value if
it 1s valued as a means to some other end or purpose. In this view, the value of
something lies in its contribution to some other goal (Costanza and Folke 1997, 49).

Some people have argued that nature has intrinsic value for various reasons,
including its “harmony” or its natural balance. However, from the perspective
of the “new ecology” which emphasizes disturbance and change in ecosystems
(for example, Botkin 1990), this explanation of why nature has intrinsic value
1s problematic. A conservation biologist might argue that the part of nature
consisting of the variety of organisms and their interactions, and especially their
genetic diversity, has intrinsic value. However, this view does not endow any
particular manifestation of nature with more or less intrinsic value than some
alternative manifestation. Nature’s value is preserved as long as diversity in the
broad sense is preserved. Although the concept of intrinsic value as applied to the
environment Is attractive in many respects, it does not provide a basis for dealing
with the kinds of environmental management questions that were identified in the
first section of this chapter. In contrast, the concept of instrumental value, and
in particular the economic form of instrumental value, is well suited to helping
answer these questions.

In order to assess the instrumental value of nature, it is necessary to specify a goal
and to identify the contributions that specific components of nature make toward
the furtherance of that goal. Economics is the study of how societies organize
themselves to provide for the sustenance and well-being of their members. Thus
in economics, the goal is increased human well-being. The economic theory of



Resource Evaluation and Public Policy 7

value 1s based on the ability of things to satisfy human needs and wants, or to
increase the well-being or utility of individuals. Sometimes this view is referred to
as the preference-based account of welfare or well-being. See for example Adler
and Posner (2006, 29, 33-35). Under this view of welfare, the economic value of
something is a measure of its contribution to human well-being. The economic
value of resource-environmental systems, then, resides in the contributions that
the variety of ecosystem functions and services make to human well-being.

The economic concept of value employed here has its foundation in neoclassical
welfare economics. The basic premises of welfare economics are that the purpose
of economic activity is to increase the well-being of the individuals who make
up the society, and that each individual is the best judge of how well off he or
she 1s in a given situation. Each individual’s welfare depends not only on that
individual’s consumption of private goods and of goods and services produced
by the government, but also on the quantities and qualities each receives of
nonmarket goods and service flows from the resource-environmental system—
for example, health, visual amenities, and opportunities for outdoor recreation. It
follows that the basis for deriving measures of the economic value of changes in
resource-environmental systems is their effects on human welfare.

The anthropocentric focus of economic valuation does not preclude a concern
for the survival and well-being of other species. Individuals can value the survival
of other species not only because of the uses people make of them (for food and
recreation, for example), but also because of an altruistic or ethical concern.
Indeed, numerous studies strongly suggest that people do significantly value the
well-being of other species and the preservation of ecosystems to their own end.
The latter can be the source of existence or nonuse values, a form of economic
value discussed in Chapter 4.

If society wishes to make the most (in terms of individuals® well-being) of its
endowment of all resources, it should compare the values of what its members
receive from any environmental change or use of a resource (that is, the benefits)
with the values of what its members give up by taking resources and factor
mputs from other uses (that is, the costs). A society that is concerned with the
economic well-being of its citizens should make changes in environmental and
resource allocations only if what is gained by the change is worth more in terms
of individuals’ welfare than what is given up by diverting resources and inputs
from other uses.

The standard economic theory for measuring changes in individuals® well-
being was developed for the purpose of interpreting changes in the prices and
quantities of goods purchased in markets. This theory has been extended in
the past 40 years or so to public goods and other nonmarket services such as
environmental quality and health. The theory is based on the assumption that
people have well-defined preferences among alternative bundles of goods, where
bundles consist of various quantities of both market and nonmarket goods. The
theory also assumes that people know their preferences, and that these preferences
have the property of substitutability among the market and nonmarket goods
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making up the bundles. By substitutability, economists mean that if the quantity
of one element in an individual’s bundle is reduced, it is possible to increase the
quantity of some other element so as to leave the individual no worse off because
of the change. In other words, the increase in the quantity of the second element
substitutes for the decrease in the first element. The property of substitutability is
at the core of the economist’s concept of value because substitutability establishes
tradeoff ratios between pairs of goods that matter to people.

Given the central role of the substitutability property in the definition and
measurement of economic values, it 13 important to consider the evidence
supporting the assumption of substitutability. This assumption is the basis of most
of the models of individual choice that are used to analyze and predict a wide
variety of economic behavior both in and outside of markets. These models include
those of consumer demand and response to changes in prices, savings, and of the
supply of labor. They also include models of a variety of individuals’ behaviors
related to environmental and health considerations, including participation in
outdoor recreation activities, choices among jobs with varying degrees of risk of
fatal accident, and choices of where to live and work when houses and urban
centers offer different packages of amenities and environmental pollution. The
successful development and application of these models would not be possible if
substitutability was not a common feature of individuals’ preferences. However,
some researchers have found evidence of lexicographic preferences—preferences
where substitutability is not evident. For a review and discussion of some of this
evidence, see works by Common, Reid, and Blamey (1997), and Veisten, Navrud,
and Valen (2006).

The tradeofls that people make as they choose less of one good and substitute
more of some other good reveal something about the values people place on those
goods. If the monetary value of one of the goods is known, the revealed values
can also be expressed in monetary units. The money price of a market good is
just a special case of a tradeoff ratio because the money given up to purchase one
unit of one element of the bundle is a proxy for the quantities of one or more
of the other elements in the bundle that had to be reduced in order to make the
purchase. However, even when money prices are not available, the tradeoff ratios
can be interpreted as expressions of economic values. In fact, there is a growing
literature exploring such tradeoff ratios. For example, Viscusti et al. (1991) asked
respondents about their willingness to trade off the risk of contracting chronic
bronchitis against the risk of death in an automobile accident.

Value measures based on substitutability can be expressed in terms of either
willingness to pay (WTP), or willingness to accept compensation (WTA). WTP and
WTA measures can be defined in terms of any good that the individual is willing
to substitute for the good being valued. In the following discussion, money is used
as the numeraire in which tradeoff ratios are expressed, but WIT'P and WTA could
be measured in terms of any other good that mattered to the individual. The
choice of a numeraire for measuring WTP or WTA is irrelevant in terms of its
effect on how any one individual ranks alternative outcomes. However, as Brekke
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(1997) has shown, the choice of a numeraire can affect the rankings of outcomes
based on aggregation of welfare measures across individuals.

WTP is the maximum sum of money the individual would be willing to pay rather
than do without an increase in some good such as an environmental amenity. This sum
is the amount of money that would make the individual indifferent between paying for
and having the improvement and forgoing the improvement while keeping the money
to spend on other things. WTA is the minimum sum of money the individual would
require to voluntarily forgo an improvement that otherwise would be experienced—it
is the amount that would make a person indifferent between having the improvement
and forgoing the improvement while getting extra money. Both value measures are
based on the assumption of substitutability in preferences, but they adopt different
reference points for levels of well-being. WTP takes as its reference point the absence of
the improvement, while WTA takes the presence of the improvement as the base level
of welfare or utility. In principle, WTP and WTA need not be exactly equal. WTP 1s
constrained by the individual’s income; but there is no upper limit on what that person
could require as compensation for forgoing the improvement. Differences between
WTP and WTA measures and the question of which measure is appropriate under
various circumstances are discussed in more detail in Chapter 3.

Finally, we offer some words of caution based on our working in interdisciplinary
research groups and serving on multidisciplinary advisory committees and panels.
While semantic issues alone do contribute sizably to the misunderstandings that
often arise when noneconomists are first exposed to an economist’s notions of
valuation, itis important to recognize that researchers from the academic disciplines
that must be relied upon in valuing environmental and resource system changes
do not always share the economists’ commitment to the anthropocentric and
preference-based perspectives on value. Nor do they all accept the assumptions of
well-formed and stable preference orderings, substitutability, and rational choice
that underlie our methods of economic valuation. The same thing is likely to
be true of politically responsible decision-makers. Economists must be sensitive
to this fact and be willing to engage in broad-ranging discussions of alternative
value concepts, approaches to making choices about environmental policy, and
alternative valuation methods. Economists must argue for care and rigor in
applying the basic tenets of economic value in contexts in which it is important,
such as benefit-cost analysis, so as to be sure that apples and oranges are not
being mixed. However, there may be policy settings where other concepts may aid
decision making (U.S. Environmental Protection Agency 2009). Economists who
are not sensitive to these facts run the risk of being ignored in the policymaking
process and undermining the value of economic analysis in the process.

Economic Values in Public Policy

There may be potential for substantial gains in economic welfare through better
resource management and the judicious use of the principles of resource valuation
in some cases, such as those involving the issues described at the beginning of this
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chapter. If the objective of management is to maximize the net economic values
associated with the use of environmental and natural resources, then benefit-cost
analysis becomes, in effect, a set of rules for optimum management and a set of
definitions and procedures for measuring benefits and costs. Once the objective of
maximum net economic value or economic efficiency has been accepted, policy
becomes an almost mechanical (but not necessarily easy) process of working out
estimates of marginal benefit and marginal cost curves and seeking their point of
intersection.

Most current resource and environmental policy, however, is not based solely,
or even primarily, on the efficiency criterion. One reason, of course, is that at
the time that many of the basic policy objectives were established, it was not
within the capability of analysts to provide the kind of information about values
that would be required to implement the efficiency objective. But, it is also true
that decision-makers may have other objectives besides economic efficiency.
For example, decision-makers may be concerned with equity considerations,
intergenerational effects, the sustainability of resource systems, or social risk
aversion. Thus, it is not particularly useful to advocate benefit-cost analysis as a
routine or simple decision rule. Rather, as Arrow et al. (1996) argued, it should
be considered as a framework and a set of procedures to help organize available
information. Viewed in this light, benefit-cost analysis does not dictate choices,
nor does it replace the ultimate authority and responsibility of decision-makers
and open public input processes. It is simply a tool for organizing and expressing
certain kinds of information on the range of alternative courses of action. It is
in the context of this framework for arraying information that the usefulness of
value estimates must be assessed.

Some people may be distrustful of economists’ efforts to extend economic
measurements to such things as human health and safety, ecology, and aesthetics,
and to reduce as many variables as possible to commensurate monetary measures.
Some skepticism about the economist’s penchant for monetary measurement is no
doubt healthy, but it should not be overdone. It is sometimes argued that there are
some things like human health and safety or the preservation of endangered species
that cannot be valued in terms of dollars or some other numeraire. However,
the real world often creates situations where tradeoffs between such things as
reducing risks of death and some other things of value cannot be avoided. Where
individuals can make choices for themselves about these tradeofls, their values can
be inferred from these choices; and where government policies affecting health
and safety are involved, these policy choices imply values. The questions really are
how the problem of making choices about such tradeofTs is to be approached and
what information can be gathered to help in the problem of choice.

Consider a hypothetical and highly simplified case of an air pollutant.
Assume that the following information is known with certainty. At present levels
of emissions, the pollutant causes excess mortality of 10 deaths per year in the
population at risk. Reducing emissions by 30 percent would cost $5 million and
would reduce the excess mortality to 5 deaths per year. Reducing emissions by 60
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Table I.1 Hypothetical example of trade-offs

Level of control Costs of control Excess mortality

(percentage) (millions of dollars) (deaths per year)
0 0 10

30 5 5

60 I5 3

percent would reduce excess mortality to 3 deaths per year but would cost $15
million. This information can be displayed as in Table 1.1.

The problem is clearly one of tradeoffs between lives and the value of resources
used up 1n the process of controlling emissions. If the monetary value of saving
lives was known, the right-hand column of the table could be converted to dollar
measures of benefits, and the appropriate benefit-cost rules could be applied to
determine the optimum level of emissions control. But, in the absence of some
agreed-upon basis for making lifesaving and control costs commensurable in dollar
terms, no simple decision rule can be applied to determine the correct choice.

Choices of this sort are made in the political realm by decision-makers such
as the administrator of the Environmental Protection Agency (EPA). Whatever
the choice, there is an implicit value of lifesaving that is consistent with that
choice and can be said to have been revealed by that choice. In this example, if
the decision-maker chooses the 30 percent control level, the value of lifesaving
is revealed to be at least §1 million per death avoided. The 30 percent control
level “buys” 5 lives saved at a cost of $5 million. The choice further reveals that
the value of lifesaving to the decision-maker is less than $5 million, since the
decision-maker declined the opportunity to “purchase” the additional 2 lives
saved that the additional $10 million of control costs would make possible. If
the 60 percent control level had been chosen, this would have revealed a value
of lifesaving of at least $5 million.

In this example, with only three data points the implicit value can only be
determined within some range. If control costs and mortality as functions of
the level of control were continuous relationships and known with certainty, the
choice of a control level would imply a precise value of life. If it is assumed that
the control level was established so as to equate marginal benefits and marginal
costs, and marginal costs are known, the marginal benefit or value can be inferred.

A number of studies have shed light on the implied value of life saving by
estimating the costs per death avoided for various regulatory policies. See, for
example, Cropper et al. (1992), Van Houtven and Cropper (1996), Hamilton and
Viscust (1999), and Tengs et al. (1995).

In the previous example choice revealed value, rather than value determining
the choice. Either way, the problem of valuation cannot be avoided, but it can
be hidden. However, in a democratic society, the more open decision-makers are
about the problems of making choices and the values involved, and the more
information they have about the implications of their choices, the better their
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choices are likely to be. Estimates of values in monetary terms are one such source
of information.

Most resource and environmental management problems have structures
similar to the one just discussed. For example, in Table 1.1 the first column could
be the rate of harvest in a forest, the second column the net economic value of
the harvest, and the third column the probability of survival of an endangered
species requiring old-growth forest habitat. For an example, see Montgomery,
Brown, and Adams (1994). Reducing harvest levels increases the probability of
survival of the species, but at a cost. The rate of harvest actually chosen implies
something about the value to the decision-makers of increasing the probability
of survival. Of course, the second column need not be in dollars. The tradeoff
could be between having more timber wolves and fewer deer. The fact that there
is no monetary measure in that example does not make it at its root any less
an economic problem. Whatever choice is made about a population level for
wolves implies something about the relative values placed on wolves and deer
by the person making the decision. This example is another manifestation of the
fundamental economic fact of scarcity—that is, that more of one thing means less
of something else that people value.

Because policy choices about resources and environmental quality are made
in a political context and are likely to involve comparisons and tradeoffs among
variables for which there is no agreement about commensurate values, monetary
benefit and cost data will not always be the determining factors in decision making;
Benefit and cost estimates, however, are an important form of information. Their
usefulness lies in the fact that they use easily understood and accepted rules to
reduce complex clusters of effects and phenomena to single-valued commensurate
magnitudes (that is, to dollars). The value of the benefit-cost framework lies in its
ability to organize and simplify certain forms of information into commensurate
measures (Arrow et al. 1996).

Classifications of Values

In this section, we describe some ways of classifying the types of environmental
and resource service flows for which value measures might be desired. Of
course, any classification system contains a certain element of arbitrariness. The
usefulness of any particular classification depends on how well it illuminates
important similarities and differences among types of service flows. Just which
similarities and differences are important depends upon the particular questions
being examined.

One basis for classification is the type of resource or environmental media.
Environmental effects are often classified according to whether they stem from
changes 1n air quality, water quality, land quality, and so forth. The current legal
and administrative division of responsibilities for environmental management
and pollution control is consistent with this basis for classification. However, it
is becoming less and less relevant as cross-media effects are becoming better
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understood. For example, controlling emissions of nitrogen oxides from coal-
burning power plants might be part of a cost-effective strategy for improving water
quality in estuaries because of the impact of nitrate deposition on nutrient levels
in these waters. In addition, controls on land use are a key part of the strategy for
reducing nonpoint-source water pollution.

A second type of classification is based on the economic channel through
which human well-being is affected. Environmental and resource service flows
can be classified according to whether they convey their effects through the
market system in the form of changes in incomes to producers and changes in
the availability of, and prices for, marketed goods and services to consumers,
or through changes in the availability of goods and services not normally
purchased through markets. Goods and services not normally purchased
could be, for example, health, environmental amenities such as visibility, and
opportunities for outdoor recreation. The subject matter of this book is the
methods and techniques for measuring the values of these latter nonmarket
services. However, many of the policies for managing environmental and
resource systems will affect the flows of both market and nonmarket goods and
services—so policy assessments will often need to make use of market as well as
nonmarket valuation methods.

A third way of classifying environmental and resource service flows is according
to whether they impinge directly on humans, indirectly on humans through their
impact on other living organisms, or indirectly through inanimate systems. Direct
impacts on humans include the morbidity and mortality effects of associated air
and water pollutants, hazardous wastes, pesticide residues and the like, and the
nonhealth effects of pollutants manifesting themselves as odors, reduced visibility,
and reduced visual attractiveness of outdoor settings.

Impacts on humans involving biological mechanisms and other organisms
include those on the economic productivity of both managed and natural
ecosystems, such as agricultural croplands, commercial forests, and commercial
fisheries. Market valuation methods would be used to value these effects. There
are also impacts on nonmarket direct service flows to people such as recreational
uses of ecosystems for hunting, fishing, and nature observation; and there are
mmpacts on indirect or intermediate ecosystem services, such as pollination,
decomposition, biological pest control, and nutrient recycling.

Impacts acting through nonliving systems include: damages to materials and
structures and increases in cleaning and repair costs at commercial activities,
which would be measured by market valuation techniques; damages to materials
and structures and increases in cleaning and repair costs for households, which
would be measured by nonmarket valuation techniques; and impacts on weather
and climate which would be measured by either market or nonmarket valuation
techniques, depending on the nature of the activity affected.

Finally, we can distinguish between those services that an individual values
because they make use of them in some way (use values), and those which are
valued independent of any kind of observable use. These have been called nonuse
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values, or more recently passive use values. Questions of defining use and use vs.
nonuse values will be taken up in Chapter 4.

Dealing with Uncertainties in Policymaking

One problem in carrying out an analysis on environmental benefits or costs is that
the values for some physical, technical, or economic parameters of the model may
not be known with certainty. The state of the art in measurement is not sufficiently
far advanced to produce exact measures of value for many kinds of environmental
and resource changes. This leads to the question: must policymakers wait for
further research to produce exact measures before they can use value and benefit
information to guide decision making? If not, how should they interpret the
ranges of values that current research has produced?

To counsel waiting for exact measures is equivalent to saying that in many cases
value measures should never be used. The state of the art cannot be expected to
advance to the point of producing exact values for all kinds of environmental
change. This is because of the inherent uncertainty and imprecision in
measurement techniques based on statistical inference, and because of the fact
that the true values held by individuals will vary with their circumstances (age,
income, and so forth) and with the description of the specific changes being
valued. So how are policymakers to proceed in the face of continued and inherent
uncertainty about values?

The simplest approach is to base the calculations of benefits and costs on
the expected values of the uncertain parameters and to base decisions on these
expected values. However, decision-makers will often want to know more about
the magnitude of the uncertainties in the estimates of benefits and costs. They
could be provided with the upper and lower bounds of the ranges of values along
with the expected values. Clearly, if the benefits of a policy calculated with the
upper end of the range are less than the lower end of the range of estimated costs,
the policy is unlikely to be justifiable on economic grounds; and if the benefits
calculated with the lower end of the range exceed the upper end of the range of
costs, the economic case for the policy is quite strong.

This simple-minded approach is a step in the right direction, but it can be
criticized because it does not make use of all of the relevant information contained
in the estimates making up the range of values. Formally, the range reflects only
the information contained in the two estimates yielding the highest and lowest
values. It ignores information on the quality of these two estimates, and it ignores
all of the information contained in the other estimates that yielded values within
the range. There is a way to make use of the results of all of the available estimates
and to incorporate judgments about the quality of each of these estimates. This
formal approach is based on viewing probabilities as statements about the degree
of confidence held about the occurrence of some possible event. The approach
involves assigning probabilities to all of the values produced by the available
estimates, where a higher probability reflects a greater degree of confidence in
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that estimate. For example, the assignment of a probability of one to a particular
estimate means we can be certain that this study has produced the correct value.
Once the probabilities have been assigned, various statistical manipulations can
be performed. For example, the expected value of the parameter in question (the
mean of its probability distribution) can be calculated and used for benefit-cost
calculations. The variance of the distribution can be used to determine confidence
intervals on the value to be used, thus preserving for policymakers information
on the uncertainty about values; or, when there are multiple uncertainties, Monte
Carlo methods can be employed to draw from the assumed distributions to
generate a probability distribution of outcomes.

Ex Post and Ex Ante Analysis of Values

The decision-maker who is trying to allocate scarce resources and is faced with
a number of competing goals needs ex ante analyses of the effects of alternative
policy actions to guide decision making. Ex ante analysis involves the prediction
of the physical and economic consequences of policies on the basis of a model
of the physical and economic processes involved. It involves visualizing two
alternative states of the world, one with the policy in question and one without,
and then comparing these alternative futures in terms of some established
criterion such as net economic efficiency. Ex post analysis of a policy involves
measuring the actual consequences of the policy by comparing the observed
state with a hypothetical alternative—the state of the world without the policy.
Ex post analysis, in effect, treats the policy as a controlled laboratory experiment
except that the control is hypothetical rather than real. Natural resource
damage assessment is an example of ex post evaluation, in that the damaged
state is observed and must be compared with a hypothetical or counterfactual
alternative in which there was no pollution event, but other relevant factors are
assumed to have remained unchanged.

Ex post and ex ante analyses are not competitive alternatives. Rather, they
should be viewed as complementary techniques for improving our knowledge.
An ex post analysis of a policy can be viewed as a check on the validity of the ex
ante analysis. The ex ante analysis is a prediction of what will happen; the ex post
analysis is a check of what actually did happen.

It is particularly important that the economic analysis of environmental and
resource policies includes ex post analysis. Our knowledge of the physical and
economic systems on which present ex ante analyses are based is extremely
limited. It is necessary not only to develop more comprehensive models of the
physical, biological, and economic aspects of the system, but also to devote more
effort to verifying these models through ex post comparisons of the predictions
with observed results.

Although ex ante analyses of environmental, health, and safety regulations
have become quite common in the United States (Hahn 2000), ex post analyses of
environmental and resource policies are quite rare. An early study of the realized
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benefits and costs of U.S. Army Corps of Engineers’ water resource development
projects was done by Haveman (1972). A notable and controversial study was U.S.
EPA’s retrospective analysis of the benefits and costs of the Clean Air Act (U.S.
Environmental Protection Agency 1997).2

It must be emphasized that the ex post verification of the analytical models used
in resource valuation is not simply a comparison of actual results with predictions.
Ex ante models are based upon some view of the future with projections of
economic magnitudes such as population levels, real income, and price levels.
Care must be taken in ex post analysis to sort out the effects of unforeseen
developments, such as war or uncontrolled inflation, on the variables in question.
For example, if the failure of income levels to rise on the projected path results
in a shortfall of recreation benefits at a particular site, this is not a failure of the
analytical model so much as a reflection on our inability to perceive the future.
The real benefit of ex post analysis is in making the most of the opportunity to
improve on the analytical models used.

Preview

The major task of this book is to review and summarize the basic theory of
economic welfare measurement, and to present resource valuation and benefit
measurement techniques that are consistent with this underlying theory. The next
chapter provides an overview of valuation and welfare measurement methods and
discusses the relationship between the economic methods of valuation and the
physical and biological relationships that define the resource and environmental
systems being valued.

Chapters 3 and 4 constitute the theoretical core of the book. Chapter 3 lays
out the basic premises and value judgments that underlie the economic concept
of benefits and presents the basic theory of the measurement of economic welfare
changes. Chapter 4 introduces the basic methods and models for deriving welfare
and value measures from the revealed choices of individuals, from observed
changes in market prices, and from individuals’ responses to hypothetical
questions. These so-called stated preference methods, including willingness-to-pay
surveys and bidding games, direct referendum questions, and questions about how
individuals would rank alternative bundles of environmental and private goods
are described in more detail in Chapter 12.

Chapter 5 extends the theory of value and welfare change to a situation of risk
where people are uncertain about what the actual state of the world will be. Public
policies toward the management of environmental resources can affect either the
probabilities of alternative outcomes or the magnitudes of environmental services
in alternative states of the world. Thus, this chapter describes the application of
the basic theory of welfare change to evaluating environmentally induced changes

2 Tor some of the controversy generated by this report, see Crandall (1997), Lutter and
Belzer (2000), and Brown et al. (2001).
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in risks. Chapter 6 takes up the question of valuation across time and the role of
discounting in welfare measurement.

The remaining chapters describe the application of the various models and
methods for welfare measurement to specific situations such as the values of
reducing the risk of premature mortality and improving human health (Chapter
7), the values of environmental changes affecting producers’ costs and productivity
(Chapter 8), the valuation of resources that support recreation activities (Chapter
9), applications of the hedonic price model to housing prices and wage rates
(Chapters 10 and 11), and a more detailed treatment of stated preference methods
(Chapter 12). Chapter 13 provides an overview of some recent developments in
the literature, including benefits transfer methods, combining revealed and stated
preference data, some of the implications of the relatively new field of behavioral
economics, and the valuation of ecosystem services. Chapter 14 offers some
conclusions and identifies areas where additional research is needed.

Mathematical Notation

In this book, we use the following conventions regarding mathematical notation,
with exceptions noted where they occur:

* Vectors are represented by boldface uppercase letters; lowercase letters
with or without subscripts represent values for individual variables in these
vectors, for example, X = x , ..., x,, ..., x,.

e The subscript letters ¢, j, £, m, and n and subscripted numbers index elements
of vectors.

* The meanings of other subscripted letters are specified when they are first
used.

* Superscripted letters are used to index such things as utility functions and
production functions to specific individuals and firms. For example, u/(X)
gives individual ¢’s utility as a function of that individual’s consumption of
goods x , ..., Xy ooy XKy

* Primes and superscripted numerals represent specific values for variables.
For example, M° represents the initial value of the variable M. Similarly,
Ax = x"—x"means the change in x from x’ to x".

» Uppercase letters represent variables expressed as quantities of money.
For example, M represents income, and CV is the compensating variation

measure of welfare change.
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Chapter 2

Measuring Values, Benefits,
and Costs

An Overview

In the first section of this chapter, a simple general equilibrium model of an
economy with nonmarket environmental and resource service flows is presented to
show how the values of these flows emerge as shadow prices from the solution to a
welfare maximization problem. The major types of methods for estimating values
and benefits are then presented in the second section. The third section discusses
some theoretical frameworks used in revealed preference models. The fourth
section presents a simple model to illustrate the relationships between physical and
biological changes in environmental and resource systems and the changes in well-
being and values realized by the people affected by these changes. These models
help to make clear the kinds of data required to carry out resource evaluations,
and to show the roles of economists and physical and biological scientists in the
evaluation process. The fifth section describes some issues about the noneconomic
foundations of resource valuation. The chapter concludes with a discussion of the
nature of cost in welfare theory.

Resource Values as Shadow Prices

Economic values can only be defined in terms of some underlying criterion that
identifies what is to be considered good. As discussed in Chapter 1, in neoclassical
welfare economics good is defined in terms of the well-being of individuals. Here,
it is assumed that an individual’s well-being can be represented by an ordinal
utility function. Of course, this assumption is only a first step in defining what
is good because it does not deal with interpersonal comparisons. Specifically, it
does not answer the question of whether it is good when one individual’s utility
increases while another individual’s utility decreases.

The concept of Pareto optimality is the route economists often choose for dealing
with this set of problems. An allocation of resources, goods, and services in an
economy is Pareto optimal if there is no feasible reallocation that can increase any
one person’s utility without decreasing someone else’s utility. Of course, there are
an infinite number of Pareto optimum allocations for an economy, each with a
different distribution of utilities across individuals. In order to rank the allocations
it is necessary to have a social welfare function that aggregates the utilities of the
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individuals, perhaps by assigning social welfare weights. If such a social welfare
function exists, Pareto optimality is a necessary, but not sufficient, condition for
maximizing that function. Hence, despite its limitations, Pareto optimality has
usefulness in evaluating economic outcomes.

Pareto optimality is the solution to a constrained maximization problem in
which some of the constraints are the exogenously determined environmental and
resource service flows. The shadow prices on these constraints are the economic
values of these service flows. In the general equilibrium model used here, it is clear
that the values assigned to the environmental and resource services flows are not
fixed parameters, but are determined by their roles in enhancing individuals’ well-
being, and arise from their scarcity or limited availability. This model is a variation of
the general equilibrium externalities model presented in Baumol and Oates (1988).

In this model the subscript j indexes a vector of j commodities (j = 1, ..., ),
¢ indexes the JV individuals in the economy, and £ indexes the K firms. Each of
the commodities is divisible with well-defined and enforceable property rights.
The variable names for these commodities reflect their role in economic activity.
X represents the vector of commodities used as consumer goods by individuals.
Specifically, let x. = the amount of commodity ; consumed by individual
L,(j=1,...,0) =1, ..., N). Yrepresents the vector of commodities being produced
by firms, where negative values indicate commodities being used as resource inputs
to production. Specifically, y, = the amount of commodity j produced (used) by
firmk (=1, ...,F) (k= 1, ..., K). There is also an endowment of commodities
represented by §: 5, = the total of endowment of commodity j available to the
economy (=1, ...,7%).

For each commodity, the initial endowment plus the quantities produced
by firms must just equal the sum of the quantities used as inputs by firms and
consumed by individuals. This requirement is expressed in a set of production-
consumption constraints:

K N
SAY pumy %, =0 =L T @.1)
k=1 i=1

In addition, let there be a resource service flow, » The endowment of r is
determined exogenously and is both nonrival and nonexcludable; hence, it is a
public good. For simplicity, assume that r does not vary across space. This means
that 7 takes the same value for all individuals. Finally, let d be some environmental
quality parameter, say the concentration of a pollutant at a specific point in
space. The level of  will depend on the discharges of pollutants by firms and
will determine the quantities of pollution experienced by each individual. These
relationships will be specified below.

Individuals’ preferences can be represented by utility functions:

uw=uX,r,c)i=1,.. N (2.2)
Let Ou'/ 8x/l >0, 0u/0r 2 0, and 0u'/0¢c,< 0, where ¢, is the concentration of the

pollutant to which the ¢th individual is exposed and X =(x,, ..., X).
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The production side of the economy can be represented by a set of production
functions for multiproduct firms:

SO oo by d) =0k =1, L K, 2.3)

where y, is the production of good j by firm £ 7 is the level of the nonmarket
resource service flow; and 4, is the firm’s contribution to the environmental quality
parameter d as represented by, for example, emissions of a pollutant. Let 6f */ @{M
>0,0f*/0r<0,and df */0d < 0, which implies that both 7 and ¢,_can be viewed as
inputs into the production process.

The variable 4 is some function of the emissions of all firms. For simplicity,
let d = Z:‘:ld/‘ . Also, assume that ¢; = «, X d, where a; relates each individual’s
exposure to the pollutant to the aggregate level of pollution, d. For a perfectly
mixed unavoidable pollutant, a;;= 1 for all 7. It would also be possible to represent
averting behavior by making «, a choice variable, perhaps a function of some x;.

The Pareto optimum conditions for this economy can be found by determining
the conditions that maximize each individual’s utility, subject to the production
function and resource constraints and the constraint that all other individuals’
utilities are held constant at some level u" representing the status quo. This
procedure makes it clear that any Pareto optimum allocation is only as good as
our judgment about the associated distribution of utilities across individuals. For
individual one, the problem is to choose the values for X and 4, so that

max I, = (-)JrZ;)\i [ (-)—u”"]—;"lukfA ()
7 K N
%1 IR0 ST Sy e e

where 7" is the exogenously determined quantity of 7. Assuming an interior solution
and letting )\, =1, the first-order conditions for a Pareto optimum are:

) N SRS KT =L, M=l J  (25)
3;6], ’ 0 i
o1 O 1" .
—Hy af +p;=0=p, ! ]_p/ k=l B =10 2:6)
Dk a)’ﬂ»

where A\, >0, 1, >0, p, >0,and 7>0.
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Conditions (2.5) and (2.6) generate the marginal rates of substitution and
marginal rates of transformation for the marketed goods. They can be interpreted
as saying either that each individual’s marginal valuation of each good must equal
the marginal cost to firms of its production, or that each individual’s marginal rate
of substitution between any pair of goods must equal each firm’s marginal rate of
transformation between that pair of goods.

In condition (2.7), the Lagrangian term -y is the shadow value for /* (that
1s, it gives the increase in the objective function for a marginal increase in the
constrained resource service 7). Condition (2.7) also shows that the shadow price
depends on the utility and production functions. Specifically, the shadow price
1s equal to the sum of the marginal values attached to 7 by all individuals and
producers in the constrained solution.

The first term in (2.8) is the value to individuals of reducing firm £’s emissions
by one unit. Condition (2.8) says, in effect, that Pareto optimality requires that
the aggregate value of reducing the emissions of firm £ must be just equal to the
marginal cost of that reduction (the second term in the equation). The second
term in (2.8) can also be interpreted as the marginal value to the Ath firm of being
able to emit one more unit to the environment—that is, it is the marginal value of
the waste receptor services of the environment.

Conditions (2.7) and (2.8) give the marginal values for changes in rand 4,. They
also imply the existence of aggregate marginal willingness-to-pay curves that give
the marginal willingness to pay for the service flows as functions of the quantities
of the flows being supplied. As is shown in Chapter 3, willingness to pay can be
taken to be equal to the area under such a marginal willingness-to-pay curve.
Value estimation, then, involves determining directly or indirectly the shapes of
these marginal willingness-to-pay curves for environmental services.

If the services of the environment could be purchased in a perfectly functioning
market, there would be observable demand functions for them, making estimation
of the marginal willingness-to-pay curves a standard econometric problem. Also,
then, environmental and resource management would not be an important public
policy matter. However, environmental and resource service flows typically have
characteristics such as nonexcludability and nonrivalry in consumption, which
make it difficult or impossible for markets for these services to function well.
Often, individuals are not free to vary independently the level of the services that
they consume. The public good character of environmental services then leads to
market failure; and without a market, there are no price and quantity data from
which the demand relationships can be estimated.

To sum up, the economic values of 7 and of reducing d emerge as part of
the solution to the welfare maximization problem. These values are context
dependent in the sense that changes in preferences (equation 2.2), the production
technology (equation 2.3), or the resource endowments and constraints will affect
these values. This point is worth emphasizing: just as the values of private goods
vary across individuals, so too will the values of nonmarket goods. The value of an
improvement in water quality or the reduced risk of illness may be quite different



24 Measuring Values, Benefits, and Costs

across individuals due to differences in preferences and/or source constraints.
There will rarely be a single value associated with a nonmarket good.

This context dependence also means that if the economy is not at a Pareto
optimum allocation as defined by equations (2.5) through (2.8), for example
because of an additional constraint, then the shadow prices or values attached to
rand d will be different.

Methods for Measuring Values

One principle distinction among methods for valuing changes in environmental
goods 1s based on the source of the data (Mitchell and Carson 1989, 74-87). The
data can come either from observations of people acting in real-world settings
where people must live with the consequences of their choices or from people’s
responses to hypothetical questions of the form “what would you do if ... ?” or
“how much would you be willing to pay for ... ?”” It is common in the literature to
refer to these as revealed preference and stated preference methods, respectively.

Revealed preference methods are based on actual behavior reflecting utility
maximization subject to constraints. One type of revealed preference method is
based on observed choices in a “take-it-or-leave-it” setting. For example, a survey
might collect information from a family about whether it visited a particular
environmental attraction on the previous weekend. Essentially, the family faced a
take-it-or-leave-it decision with respect to that visit—either they took the visit and
enjoyed the site, or they stayed home and did something else. If the family chose to
take the trip, this information “reveals” that the value of the trip exceeded the costs
that the family undertook to experience the attraction. In this case, the reported
behavior reveals only whether the value of the offered good to the individual was
greater or less than the offering price (the cost of admission and travel). Because
of the information limitations provided by such data, it is typically necessary for
analysts to make assumptions about preferences so that models can be estimated
with the data. For this reason (and others discussed below), values from revealed
preference methods are subject to limitations.

In many instances, the environmental service does not have a direct offering
price, but sometimes its quantity does affect the choices people make about
other things such as quantities of market goods. In these cases, the value of the
environmental service can be inferred through the application of some model of
the relationship between market goods and the environmental service. Most such
models are based on the assumption of some kind of substitute or complementary
relationship between the environmental service and marketed goods and services.
Examples of these models include the household production model (which includes
models of household spending on cleaning and on repair of materials damaged by
air pollution), the travel cost demand model for visits to a recreation site, and the
hedonic property value and hedonic wage models. Revealed preference methods
involve a kind of detective work in which clues about the values individuals place
on environmental services are pieced together from the evidence that people leave



Measuring Values, Benefits, and Costs 25

behind as they respond to prices and other economic signals. The basic properties
of these models are discussed in Chapter 4.

The principal difference between revealed preference and stated preference
methods 1s that the latter draw their data from people’s responses to hypothetical
questions rather than from observations of real-world choices. The earliest stated
preference techniques involved asking people directly about the values they place
on environmental services by creating, in effect, a hypothetical market. As the
responses are contingent upon the specific conditions laid out in the hypothetical
market, this form of stated preference methods is broadly referred to as contingent
valuation. A variety of elicitation formats are possible. For example, people could
be directly asked what value they place on a specified change in environmental
services. The responses, if truthful, are direct expressions of value, and would
be interpreted as measures of willingness to pay. Because the format allows the
respondent to provide any possible measure of value, the term open-ended contingent
valuation method is conventionally used to refer to approaches based on this form of
questioning.

While a variety of contingent valuation elicitation formats have been considered,
the most popular today is the dickotomous choice referendum format, which asks for a yes
or no answer to the question: “Given a cost to you of $.X, would you vote in favor
of a referendum that would achieve the following changes ... ?”” Responses to such
questions reveal only an upper bound (for a no) or a lower bound (for a yes) on
the relevant welfare measure. Discrete choice methods applied to a large sample
of individual responses can be used to estimate willingness-to-pay functions or
indirect utility functions from data on responses and on the characteristics of the
individuals in the sample.

In a second type of stated preference question, known as contingent behavior
questions, individuals are asked how they would change the level of some activity
In response to a change in an environmental amenity. If the activity can be
interpreted in the context of some behavioral model, such as an averting behavior
model or a recreation demand model, the appropriate revealed preference
valuation method can be used to obtain a measure of willingness to pay, as if
the reported behavioral intentions were actual behaviors. McConnell (1986), for
example, applied a recreation demand model to questions of the form “how often
would you visit these beaches if they were free of PCBs?” in order to estimate the
damages (resource value lost) from the pollution of the waters of New Bedford
Harbor, Massachusetts, with polychlorinated biphenyls.

In a third form of stated preference question, respondents are given a set of
hypothetical alternatives, each depicting a different situation with respect to the
available environmental amenities and other characteristics, and are asked to rate
or rank the alternatives in order of preference, or to simply pick the most preferred
alternative. Several names have been applied to variations of this approach
including attribute-based stated choice and choice experiments. The rankings or choices
can then be analyzed to determine, in effect, the marginal rate of substitution
between any other characteristic and the level of the environmental amenity. If
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one of the other characteristics is a monetary price, then it is possible to compute
the respondent’s willingness to pay for the good on the basis of the ranking of
alternatives. For a more complete discussion, see Holmes and Adamowicz (2003).

Some issues and problems in stated preference methods are specific to the
particular form of the question being asked. For example, when people are asked
how much they would be willing to pay for something, they might say “zero”
because they reject the idea of having to pay for something they consider to be
rightfully theirs. Other problems are generic to all methods based on hypothetical
questions, for example, problems in scenario specification, sampling, and item
nonresponse. The major questions regarding all stated preference methods
concern the validity and reliability of the data; that is, whether the hypothetical
nature of the questions asked inevitably leads to some kind of bias or results
in so much “noise” that the data are not useful for drawing inferences. Further
discussion of these questions is left to Chapter 12.

The Methodology of Revealed Preference Models

Because the revealed preference methods for measuring values use data on
observed behavior, some theoretical framework must be developed to model this
behavior, and to relate the behavior to the desired monetary measures of value
and welfare change. A key element in the theoretical framework is the model of
the optimizing behavior of an economic agent (individual or firm) that relates
the agent’s choices to the relevant prices and constraints, including the level
of environmental or resource quality ¢. If a behavioral relationship between
observable choice variables and ¢ can be specified and estimated, this relationship
can be used to calculate the marginal rate of substitution between ¢ and some
observed-choice variable with a money price tag, thereby revealing the marginal
value of changes in g¢.

Welfare measurement in the case where changes in ¢ affect individuals involves
three steps. The first is to derive the expression for willingness to pay as a function
of the environmental variable, usually either from the indirect utility function
or the expenditure function. This expression gives the compensating change in
income that holds utility constant for the change in the environmental parameter.
The second step is to develop a model of individual utility maximizing behavior
that relates the individual’s choices to the relevant prices and constraints, including
the level of environmental quality. The first-order conditions for optimization
can then be derived. These first-order conditions involve equating measures
of marginal value to price, or equating some marginal rate of substitution or
marginal rate of transformation to some price ratio. The third step is to examine
the model to see whether the first-order conditions include a relationship between
the desired marginal value for the environmental change and some observable
variable. If they do, then the observable variable can be taken as a measure of the
marginal change in welfare. Several types of models using this methodology are
presented in Chapter 4.
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Drawing inferences about the marginal values of environmental changes can
be challenging. However, policymakers often need even more information than
this. Often, they will need estimates of values for nonmarginal changes. Deriving
these estimates is considerably more difficult since what are needed are not the
marginal values but the marginal value functions (see for example Kuminoff, Smith,
and Timmins 2013 and Phaneuf, Carbone, and Herriges 2009). More will be said
about how these might be obtained in subsequent chapters.

The measures of value and welfare change derived from optimization models
often produce results that are quite different from those of the naive models
employed in the early literature on value and benefit measurement. The early
models were often based on what has come to be known as the damage function
approach. The damage function approach involves estimating some physical
relationship between a measure of environmental quality (or its converse, pollution)
and some physical measure of damage or loss (such as number of workdays lost to
sickness in the case of health, or percentage of crop lost in the case of effects of
air pollution on agricultural productivity). Then some unit price is applied to the
physical measure to convert it to monetary terms. In some studies, for example,
lost wages and medical costs were used to determine the value of avoiding one day
of illness induced by air pollution. Similarly, the market price of a crop was often
used to determine the value of lost productivity. The benefit of a pollution control
program would be estimated as the reduction in the damages calculated according
to this damage function approach.

The damage function approach can be considered naive for at least two
reasons. First, this approach implies a model of the world in which behavioral
and market responses to changes in ¢ are implicitly ruled out. Farmers, in fact,
can adjust to changes in air pollution by changing cultivation practices, shifting
to more resistant cultivars of the same crop, or even changing to entirely different
crops that are less sensitive to pollution. Furthermore, the prices of agricultural
crops may change because of changes in crop supplies. It may be that the changes
in prices are of greater significance to human welfare than the changes in physical
yields of crops. Similarly, people can choose defensive or mitigating activities in
response to air pollution that affects health. These behavioral changes result in
welfare consequences that have a monetary dimension, which should be taken
into account in calculating values.

In addition to behavioral changes, a second problem with some of the early
approaches is that they sometimes used the costs of treating an externality as the
value of avoiding the externality. This is still a common practice in some health
studies where lost wages and/or costs associated with medical care are used to
estimate the value of avoiding the morbidity or mortality. This correspondence
is true only in some cases (Bockstael and McConnell 2007, ch. 8) and will be
discussed in greater length in Chapter 7.
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A Model of Environmental and Resource Values

Although measuring values involves the use of economic theory and technique,
value measures must be based on other types of knowledge. For example,
estimates of the value of a salt marsh in sustaining a marine fishery must be
based on knowledge of the biological and ecological links between the marsh
and the exploited fish species. Estimates of the health benefits from air pollution
control must be based on scientific knowledge of the relationship between
pollutant concentrations and human health; and estimates of the recreational
fishing benefits stemming from water pollution control require knowledge of
the relationships among pollutant levels, biological productivity, and anglers’
activities (Freeman 1995). Lack of knowledge of these relationships may be,
in some instances, a major barrier to empirical measurement of values. This
section lays out a very simple model for examining the relationship between the
economic concept of value and the physical and biological dimensions of the
resource system being valued. The model helps to make clear that economic
valuation requires some knowledge of the underlying physical and biological
relationships that determine the quantity and quality of environmental and
resource service flows.

The economic values of the service flows from a resource-environmental
system can be viewed as the product of three sets of functional relationships. The
first relates some measure of environmental or resource quality to the human
interventions that affect it. Let ¢ represent a qualitative or quantitative measure
of some environmental or resource attribute. Examples include the biomass of
some species of fish of commercial or recreational interest, the stock of standing
timber in a forest, or the concentration of some pollutant in the atmosphere. Two
kinds of human intervention need to be specified. One involves the unregulated
activities of the market economy (for example, the commercial exploitation of a
fishery or the discharge of pollutants into the air), and these will be left implicit
in the relationships presented here. The other kind of intervention is government
actions taken to prevent or ameliorate the adverse impacts of unregulated market
activities, or to protect or enhance the value of market and nonmarket services
provided by the environment. Let G represent the set of government interventions.
For example, if ¢ represents the population of waterfowl, G could be the stock of
protected habitat and breeding grounds. Alternatively, G could represent a set of
regulations designed to attain a stated ambient air quality standard, or it could be
a management plan for a national forest. Let us represent the relationship between

gand G as
7=4G). (2.9)

As discussed below, this relationship could be quite complex in its spatial and
temporal dimensions.

Where the government regulates private activities that influence ¢, the effect
of a change in G on ¢ can depend in complex ways on the responses of private
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decision-makers to the public regulation. The most obvious example of this
dependence is the question of compliance with pollution control regulations. For
any given G, ¢ increases as the degree of compliance with the regulation increases.
Some public regulations by their very nature only indirectly link to the relevant
environmental quality measure. An example is the automotive emissions standards
set under the Clean Air Act, which regulate emissions of certain pollutants in
grams per mile traveled by the automobile. In this case, the effect of a change in
G on ¢ depends also on how automobile use 1s affected. To take account of these
complexities, it might be more appropriate to write ¢ as a function of both G and
some measure of private responses to the government regulation, R(G):

7= 4[G, R(G)]. (2.9

The second set of functional relationships involves the human uses of the
environment or resource and their dependence on ¢. Let X represent the levels of
some set of activities involving use of the environment or resource. For example,
X could be days of recreational activity on some water body, tons of fish caught
from some commercially exploited fishery, and, where human health depends on
the level of environmental quality, some measure of health status. Typically, the
level of X will depend not only on ¢, but also on the inputs of labor, capital,
and other materials and resources including time, and these will also depend on
q. For example, if X is agricultural output and ¢ is air pollution, farmers might
adjust to changes in pollution by changing inputs of water, fertilizer, or labor. Let
Y represent these other inputs into the production of environmental services or
activities based on the resource. The second functional relationship can be written
as

X=X1[g, Y(g)] (2.10)

This expression ignores possible feedbacks from X to ¢ such as when agricultural
output is associated with increases in water pollution from pesticide or fertilizer
runoff.

The third set of functional relationships gives the economic value of the uses
of the environment. Let V represent the money value of the flow of services or
activities based on the environment or resource. The relationship

V=X @2.11)

embodies whatever value judgments society has adopted for economic welfare
purposes. Here it is assumed that the value function is a simple aggregation of
individuals’ values; but V[X) could also incorporate social welfare weights that
reflect some social equity goals. Alternatively, X) could incorporate concepts
of environmental ethics or social norms. Also, this expression could incorporate
nonuse values as in I'= VX, ¢).

By substitution of (2.97) and (2.10) into (2.11), we have

V= NX{4|G, R(G)], Y[G, R(G)]}). (2.12)
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The marginal value of the change in G can be found by taking the total
derivative of equation (2.12) to reflect the private adjustments of R and ¥ to the
public intervention. The benefits of a nonmarginal change in policy intervention
that increases ¥ are given by

p=av=v(x{d6.R(¢). Y6 .R(¢}) 2.13)
T

where G° and G' are the pre- and post-policy levels of intervention and R and ¥
are optimally adjusted to the change in G.

The set of relationships represented by equation (2.9°) is largely noneconomic
in nature because it involves a variety of physical and biological processes.
However, there is a social science or behavioral component to the private responses
to G. The relationship reflected in equation (2.11) is wholly within the realm of
economics because it involves the theory of economic welfare and the use of
economic data. The set of relationships reflected in equation (2.10) represents the
interface between the natural science and social science disciplines. Some aspects
of these relationships, for example how recreation use varies with changes in water
quality, are primarily behavioral or social. Other aspects are almost wholly physical
or biological, as in the effects of air pollution on human health and mortality.
However, even here, to the extent that people can “defend themselves” against the
adverse effects of air pollution (say, by purchasing home air purifiers), or mitigate
the symptoms of illness induced by air pollution, behavioral relationships are
embedded in equation (2.10). The effect of an air pollutant on a particular type of
vegetation is also a biological question; but if farmers alter crop patterns as a way
of adapting to changes in air pollution, then the behavioral and biological aspects
of the relationship must be considered together.

Figure 2.1 illustrates the three sets of relationships for the case of the benefits
associated with an improvement in ambient water quality. Varieties of substances
are discharged into water bodies. Reductions in the discharges can affect physical,
chemical, and biological indicators of water quality, such as dissolved oxygen,
temperature, algae levels, and fish populations (stage 1). Changes in the indicators
can be predicted with water quality models. The resulting water quality, as
measured by the indicators, can in turn affect human uses of the water body
(stage 2). These could include either withdrawal uses (for example, for industrial
or municipal water supply or irrigation) or instream uses (for example, for fishery
production or recreation). The major difficulty at stage 2 arises from the fact that
only rarely is the level of use a simple function of a single water quality indicator
like dissolved oxygen. Rather, some uses (as in the case of commercial fisheries
and recreation) depend in complex ways on the whole range of physical, chemical,
and biological water quality indicators. The feedback loops from stage 2 to stage
1 reflect possible impacts of changes in human uses on measures of water quality,
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Figure 2.1 The production of benefits from improved ambient water quality

for example reductions in fish stocks due to overfishing. Figure 2.1 also shows
nonuse values that are independent of stage 2.

In our illustration, estimating water quality benefits involves determining
the monetary values that people place on such things as improved recreational
opportunities, increases in fish production, and the availability of particular species
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of fish (stage 3). Regarding the analysis of this stage, there is a well-developed
theory of economic value. As discussed earlier, there are a number of approaches
for estimating these values under different circumstances.

The Noneconomic Foundations of
Resource Valuation

In a book that is about determining the economic values attached to the services
affected by environmental change, the discussion cannot proceed far without
acknowledging the importance of the relationship between environmental and
resource quality and the uses of the environment. For example, the value of a
recreation user-day at a lake 1s affected by fish populations and species distribution,
algae levels, the number and type of bacteria present, temperature, smell, turbidity,
and concentration of toxic substances. Further complicating matters, an increase
in the magnitude of one characteristic may affect one use favorably while affecting
an alternative use in a negative way. Higher water temperatures, for example, may
make for better swimming while adversely affecting trout and salmon populations.
Industrial discharges of acids may adversely affect recreation and fisheries while
improving the value of water for industrial uses because of retarded algae growth.

The difficulties in tracing out the effects of the discharge of a pollutant on the
many parameters of environmental quality and, in turn, their effects on human
uses of the environment substantially limit our ability to do careful benefit-cost
analyses of environmental quality and improvements. This has not always been
fully appreciated by many advocates of greater use of benefit-cost analysis in this
field.

In 1968 Allen Kneese wrote,

I believe that our limited ability to evaluate the recreational losses associated
with poor quality water, or conversely, the benefits of water improvement,
is an extremely important barrier to rational water quality management ...
The first [complexity] is the relationship between the level of various water
quality parameters and the recreational attractiveness of the water resource.
This relationship can be viewed as being composed of two linkages: a natural
one and a human one. I think these are both about equally ill-understood. It
is my impression ... that the biological sciences are almost never able to tell us
specifically what difference a change in measured parameters of water quality
will make in those biological characteristics of the water that contribute to its
recreational value ... Perhaps the undeveloped state of forecasting is a result
of the fact that biologists have seldom been confronted with the types of
questions we would now like them to answer ... There is also a human linkage
that is ill-understood. What quality characteristics of water do human beings
find attractive for recreation? This is still largely an area of ignorance.
(Kneese 1968, 180-181)
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Although substantial progress has been made in the past 45 years or so since
Kneese wrote this, there are still substantial gaps in our understanding of some
of these linkages. What is true of water quality and recreation is also true of the
other uses we make of water bodies; and it is also true of the other dimensions of
environmental quality and the uses we make of the environment.

Describing Resource and Environmental Quality

An analysis of the value of a resource, or of the benefits of an environmental
or resource policy change, must begin with a description of the resource flow
or some measure of environmental quality. This description requires choices
about what attributes or characteristics of the resource-environmental service
are important. Suppose the question is, “What will be the benefits of achieving
the auto emissions standards mandated by federal law?” In order to answer
this question it is necessary to determine what things that matter to people
are adversely affected by automotive emissions, and then to trace out the links
between emissions, and those things that are valued. It is now understood that
automobile emissions and the subsequent products of their photochemical
reactions adversely affect human health, visibility, and agricultural productivity,
among other things. Therefore, in order to estimate values, it is necessary to
determine what specific measures of air quality are linked to these effects and
how these measures of air quality are affected by the mandated standards. The
measures used to characterize effects on visibility may be quite different from
those relevant to effects on human health.

Two kinds of problems arise in this stage of the analysis. The first concerns
the choice of parameters for describing the resource or environmental quality.
The second involves determining the functional relationship between the policy
mstrument and the resource service flow or environmental quality measure.

Consider the case of water quality. A single effluent discharge can contain
many substances that affect water quality—oxygen-demanding organic wastes
(biochemical oxygen demand), suspended solids, waste heat, and toxic chemicals
are all examples. When these substances enter the waterway, they affect—in
sometimes simple and sometimes complex ways—such measurable components of
water quality as dissolved oxygen, temperature, and concentrations of chemicals.
A nondegradable chemical substance, for example, will simply be diluted, and its
concentration in the water body will be a calculable fraction of its concentration
in the effluent stream. In contrast, organic wastes affect water quality parameters
in a more complicated way. As they are degraded by bacteria, they reduce
dissolved oxygen levels to an extent and at a rate dependent on water temperature,
wind, rates of river flow, and other physical and biological characteristics of the
recelving water.

Some of the physical measures of water quality, such as turbidity and smell,
affect human uses of the water directly. In addition, these and other physical
parameters affect the stream ecology in complex and not always well-understood
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ways. The populations and species distributions of fish, algae, zooplankton, and
bacteria may also be affected, and not necessarily in the same direction, by changes
in the physical and chemical parameters of water quality.

Even providing a descriptive characterization of this first stage is a formidable
task. Water quality cannot be represented by a single number on some scale, but
rather is an n-dimensional vector of the relevant parameters. Which subsets of
these parameters are most important in influencing the uses of a water body
(commercial fishing, boating, or swimming, for example) is still a major question
for research.

Developing predictive models for these parameters is also a major research
priority. The most commonly used water quality models relate dissolved oxygen
to the biochemical oxygen demand of discharges of organic wastes. Dissolved
oxygen levels, however, are only crudely related to the suitability of a water body
for fishery production or recreational use.

In the case of air quality, the choice of parameters is somewhat easier, but not
without pitfalls. It is only in the past 25 years or so that attention has turned from
measurement of sulfur dioxide to its transformation products, sulfate particles. The
latter measure of air quality is now known to be a more important air pollutant
indicator than sulfur dioxide because of its effects on human health and ecology
(U.S. Environmental Protection Agency 1997 and references therein).

Temporal and Spatial Aggregation

Typically, measures of environmental quality vary over time and space. The
dissolved oxygen level at any point in a river rises and falls with changes in
streamflow, discharge rates, water temperature and the like, and is different at
different locations. Air pollution readings vary with the time of day, the day of
the week, over the year, and from one place to another. One problem in empirical
research on effects of pollution is how to define a variable or set of variables in a
way that adequately reflects the temporal and spatial variations in environmental
quality while still being manageable.

To put the problem in a concrete setting, consider an attempt to estimate the
relationship between the level of an air pollutant and some health effect, say the
occurrence of an asthma attack. The air pollution level at any particular point in an
urban area is an instantaneous variable that fluctuates over time. The true exposure
of an individual located at that point is measured by a trace of the time path of
that instantaneous variable over the relevant time period. However, the individual
may also move from one point to another in the urban space. The published data
on air pollution levels that are used to generate exposure variables for empirical
research involve various approaches to summarizing the instantaneous time paths
at the locations of air-pollutant measurement devices. One common measure is the
annual mean, either arithmetic or geometric. Averages are also struck over shorter
time periods—a 24-hour average for particulates, and 8-hour and 1-hour averages
for other pollutants, for example. Also, readings taken at one or two points in the
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space must be used to represent the space as a whole. Inevitably, summarizing
involves loss of information. One or two of these temporal and spatial summaries
cannot completely represent the true exposure of any individual. Research on
health effects is hampered by our inability to characterize accurately the exposure
of individuals.

The Welfare Economics of Costs

So far, this chapter has focused attention on valuing the benefits of environmental
changes. It is time now to turn attention to the costs of achieving these changes.
It is a commonly held view both within and outside the economics profession that
the costs of environmental regulations are relatively easy to measure, at least in
comparison with the task of measuring environmental benefits. This optimistic
view is consistent with a naive theory of cost, which takes the following form.
Firms respond to pollution control regulations by purchasing and installing
waste treatment equipment and control systems that, in effect, are bolted on to
the existing factory. The purchase and installation costs of this equipment, plus
the added operating and maintenance costs it would entail are readily identified
in the firm’s accounts. These expenditures are often taken, at least as a first
approximation, to be the social costs of complying with the regulation.

The naive theory fails to recognize the fundamental symmetry between
benefits and costs as changes in the utilities of individuals; and it also neglects
several important realities concerning the ways in which government regulations
can affect people’s welfare. The symmetry of benefits and costs stems from the fact
that ultimately all costs take the form of utility losses to individuals in their dual
roles as receivers of income and consumers of market and nonmarket goods and
services. These losses have their monetary counterparts in compensating measures
of welfare change—that 1s, willingness to pay to avoid the cost and willingness to
accept compensation for bearing the cost. Because of this fundamental symmetry,
proper measurement of costs involves the same kinds of problems as, and is likely to
be as difficult as, the measurement of the benefits of environmental improvement.
Once the symmetry is acknowledged, the whole economist’s tool kit of revealed
preference and stated preference methods of measuring welfare changes becomes
available for the cost analyst.

The naive view about cost estimation is also implicitly based on the presumption
that only firms cause pollution, and that therefore only firms must incur costs in
the process of moving to meet environmental quality objectives, but this is not the
case. Regulations, for example, may be placed on household activities, and these
regulations might not require any identifiable expenditure of money. Suppose that
commuters are required to form car pools as part of a program to meet air quality
standards for ozone. Household expenditures on commuting may in fact be lower
as a consequence of the regulation. The cost of such regulation takes the form
of increased commuting time and loss of convenience. These may be difficult to
quantify and value. Consider also a regulation that decreases the quality or stream
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of services from a consumer good. In the 1970s for example, new cars complying
with tailpipe emissions standards had lower performance and fuel efficiency than
earlier models. The true cost of complying with these standards consisted of both
the higher cost of purchasing and operating the car and the decreased value of
the services from the car.

When an environmental regulation affects household activities or the
availability of nonmarket goods and services, there may be opportunities for
employing revealed preference methods to draw inferences about the negative
values or costs of these changes. For example, if the quality of a good is reduced
as a consequence of a regulation, hedonic price models might be used to estimate
the marginal implicit price of the relevant attribute. In the example of imposed
car-pooling, an estimate of the shadow price of time could be used to derive the
costs of the increased commuting time. Also, stated preference methods such as
contingent valuation or choice experiments might be used where a comprehensive
set of regulations affects a wide range of activities.

Another factor neglected in the naive theory of costs is that market mechanisms
are likely both to shift the burden of firms’ expenditures and to change the
magnitude of the burden so that the true costs are not accurately measured by
summing the expenditures by firms. At least for nonmarginal changes, firms will
raise prices and will experience decreases in quantity demanded. Price increases
cause losses of consumer surplus, which are part of the social costs; and there may
be losses in producers’ surpluses and factor incomes as well. Thus, it is not correct
simply to equate pollution control expenditures and social costs (Portney 1981).

As an extreme example, consider the case of a tax on the carbon content of
fuels as a means of reducing the emissions of carbon dioxide (CO,). If there
were no economically feasible technologies for controlling CO, emissions from
combustion, then the tax would work entirely through raising the prices of carbon-
based fuels and reducing demands for them. Consumers would bear at least part
of the costs of the revenues raised by the tax, and the rest would come from
decreases in resource rents. However, since these tax revenues represent a transfer
to the government, they are not part of the social cost of reducing CO, emissions.
The social cost of controlling CO, by taxation comes entirely in the form of the
equivalent of the deadweight losses or welfare triangles associated with the tax.

Where the direct impact of a regulation is on firms, and where its effects are
transmitted to individuals through changes in prices and incomes, the process of
cost estimation must call on two types of models. The first is a model of the firm’s
production technology and costs. The second is a market model that can be used
to calculate the changes in prices and incomes of the affected individuals. This
model, in some circumstances, could be a partial equilibrium model. For broad
social regulations, a general equilibrium model of the economy may be required
(Hazilla and Kopp 1990).

In modeling the behavior of the firm, a number of questions have to be
considered. For example, can the technology be modeled as additively separable
so that the total cost is the sum of the costs of producing the marketed outputs and
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the cost of treating the waste? Or must the technology and costs be modeled as fully
joint? The assumption of additive separability may be appropriate if, in fact, firms
would respond to a regulation by purchasing add-on control or treatment equipment.
However, other kinds of technological responses, such as input substitution and
recycling, may have to be modeled in a joint production framework.

Once a model of a firm’s cost has been obtained, the next step is to embed
that model in a model of the market economy so that the changes in all relevant
quantities, prices, and incomes can be predicted. In the simplest case, where the
regulation involves a marginal change in costs and where the economy is perfectly
competitive, costs can be measured by the predicted change in expenditures on
factor inputs. This 1s because the invariant factor prices are equal to the values of
the marginal products of those inputs in other uses; and, in turn, those values of
marginal products measure the opportunity losses to consumers associated with
the marginal reallocation of inputs.

With nonmarginal changes, it can be expected that there will also be changes in
product prices and perhaps factor prices. If a regulation affects only one industry,
a partial equilibrium model may be appropriate. Rather than have costs be a
function of ¢, among other things, a parameter reflecting the stringency of the
regulation or the degree of pollution control required could be included as a
shifter of the cost or production function.

Implicit in this approach are the assumptions that the regulation does not cause
any shifts in either the output demand functions or the factor supply functions,
cither immediately or over time. However, if either of these assumptions are not
valid, then a general equilibrium framework would be required. For example, if the
regulation affected both the x and y industries, the regulation-induced change in
the price of y could shift the demand function for x. Also, if y were an intermediate
product and an input in the x industry, the increase in its price or the upward shift
in its supply function would have a secondary impact on the cost of producing x.
Hazilla and Kopp (1990) have shown that estimating true social costs in a general
equilibrium framework can lead to quite different results in comparison with the
pollution control expenditure approach utilized by the Environmental Protection
Agency (EPA).

More recent work has called attention to another, perhaps more important,
general equilibrium effect. If an environmental regulation leads to an increase in
the prices of goods and services, then the result is a fall in real wages; and if labor
supply elasticities are positive, a reduction in the quantity of labor supplied occurs.
Since the labor market is already distorted because of the presence of income
and payroll (social security) taxes, the marginal social value of labor exceeds its
marginal social cost by a substantial amount. Even a small decrease in the quantity
of labor supplied can have a large net welfare cost. This cost is in addition to the
direct cost of the environmental regulation. The impact of regulatory costs on
the labor market is known as the tax interaction effect. For a clear explanation
of this effect and a discussion of its significance for the economic analysis of
environmental and other regulatory policies, see Parry and Oates (2000).



38 Measuring Values, Benefits, and Costs

Summary

Economists seck measures of values that are based on the preferences of individuals.
When value measures are derived using models of behavior, these models should be
internally consistent and be based on accepted theories of preferences, choice, and
economic interactions. Equally important is the need for a sound understanding
of the underlying biological and physical processes by which environmental and
resource service flows are generated. However, if empirical observations of
individuals’ choices are taken without benefit of an underlying theoretical model,
researchers may be led to make faulty or erroneous interpretations of the data. An
interesting example is the early studies of the land value / air pollution relationship.
Researchers discovered that land values and air pollution levels were inversely related
in urban areas, other things being equal. They then assumed that changes in welfare
associated with reduced pollution would be accurately measured by the associated
increases in land values as predicted by the regression equation relating land values
at a point in time to air pollution. Subsequent research based on theoretical models
of urban land markets has shown that this assumption is not true in general. The
relationships among air pollution, land values, and measures of welfare change are
discussed in Chapter 10.
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Chapter 3

Welfare Measures

Definitions and Concepts

The theory of the measurement of welfare change has been discussed by others,
both at the most rigorous levels of abstraction, and in pragmatic, practical terms
of application. See for examples, Johansson (1987), Just, Hueth, and Schmitz
(1982, 2004), and Bockstael and McConnell (2007). The earliest work focused
on the welfare effects of changes in the prices people pay for the (private) goods
they consume, but the literature has expanded broadly into valuing changes in
the quantity and quality of both private and public goods. The current chapter
provides a systematic development of the definition and measurement of the
welfare effects stemming from changes in prices and the quantities and/or qualities
of nonmarket environmental and resource service flows.

Changes in environmental quality can affect individuals’ welfares through
a number of channels: changes in the prices paid for goods bought in markets;
changes in the quantities or qualities of nonmarketed goods (for example, public
goods such as air quality); changes in the prices received for factors of production;
and changes in the risks individuals face. The first two of these channels are the
focus of this chapter. After a brief review of the theory of individual preferences
and demand, the principles of welfare measurement for price changes are reviewed.
These principles are relevant because some forms of environmental change affect
people only indirectly through price effects, and because these principles provide
a solid foundation for the treatment of quantity and quality changes that follow.
Chapter 8 covers the welfare effects of changes in factor prices. The extension of
these principles to the valuation of changes in risk—the fourth channel—raises
some Interesting questions, which will be left to Chapter 5.

The principles and measures developed in this chapter apply equally to decreases
and increases in individuals’ welfare. It is a basic principle of welfare economics
that all costs ultimately take the form of reductions in the utility of individuals. This
principle applies equally to the costs of public policies (for example, investment in
resource development and the regulation of private activities), and to the costs of
private uses of the environment (for example, harvesting from a common property
resource and using the waste receptor services of the environment). Hence, the
welfare measures developed here provide a foundation for the analysis of both the
benefits and the costs of environmental change.
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In this chapter, three sets of questions are considered in some detail. The first set
concerns how to define an acceptable monetary measure of changes in economic
welfare for an individual. The answer to this question hinges partially on what
the measure would be used for—that is, a welfare measure should answer the
questions posed by policymakers. However, policymakers can ask different kinds
of questions. For example, suppose that policymakers wish to evaluate proposed
policy changes in terms of an aggregate social welfare function that places
different weights on individuals’ changes in utility depending on their positions
in the income distribution (Bergson 1966). In that case, the welfare measure that
answers the policymakers’ question must be a money metric of utility changes.
Alternatively, if policymakers wish to select policies on the basis of the potential
Pareto improvement criterion, they will want measures of required compensation
and willingness to make compensating payments. The concluding section of this
chapter returns to the question of choosing from among the alternative measures
described here.

The second set of questions concerns how changes in welfare would be
measured, both in theory and in practice. Theory suggests several alternative
ways of calculating either exact or approximate welfare measures using data
on observed behavior of individuals—for example, their demand functions for
market goods. These alternatives will be described and evaluated, especially from
the practical perspective of implementation.

The third set of questions concerns how any measure of welfare changes for
individuals might be used to make judgments about social policies affecting many
individuals. For example, 1s it possible to speak of a measure of aggregate welfare
for the society as a whole? If so, what significance can be attached to changes in
such a measure? Measures of welfare change for an individual can be defined and
analyzed without reference to the notions of efficiency and equity. In this sense, the
concept is objective—that is, one can define and measure a monetary equivalent
of an individual’s welfare change without being committed to any particular set
of value judgments concerning aggregation across individuals, or the role of such
welfare measures in social choice. It is in answering the third set of questions that
value judgments about the relative deservingness of individuals, the meaning of
efficiency, and the objectives of public policy come into play. Some of these issues
are discussed in the Aggregation and Social Welfare section of this chapter.

The following section begins with a review of some of the basic terminology
and theory involving individual preferences and demand.! Next, the standard case
where utility depends only on the consumption of market goods is considered.
In this simple context, the theory of measuring the welfare value of changes in

1 Throughout most of this text, the presentation is based upon neoclassical theory
and the assumption of a rational consumer. However, in recent years the assumption
of a rational consumer has been drawn into question by research into behavioral
economics (e.g, Camerer, Loewenstein and Rabin 2004; Mullainathan and Thaler
2001; Shogren and Taylor 2008). Discussion of the implications of this line of
research for welfare economics is left to Chapter 13.
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the prices of these goods is examined, along with the relationships among the
Marshallian and Hicksian surplus measures of welfare change for continuous
goods (that is, goods for which the main consumer choice problem is to choose
how many units to purchase and consume). There are two reasons for choosing
this order of presentation. First, it parallels the historical evolution of the theory
of welfare change. Second, it makes for an easier exposition of the basic principles.
This section concludes with a review of methods for obtaining exact measures of,
and approximations to, the desired Hicksian surpluses. The third section examines
the case of the welfare effects of changes in the quantities of continuous goods.
While potentially applicable to private goods, these welfare measures will most
often be relevant for public goods or nonmarket goods since the quantity available
for consumption is not a matter of choice for the individual. The next section
considers welfare measures for discrete goods: goods for which the key choice
is not how many units to consume, but rather which goods, from two or more
alternatives, are consumed. In the final section, a review is provided of some of
the issues involved in aggregating measures of individual welfare change for public
policy decision making and in selecting the appropriate welfare measure.

Individual Preferences and Demand

Before introducing the various possible welfare measures, it will be useful to review
briefly the basic theory of individual preferences and the demand for goods as
it relates to welfare theory. For alternative treatments of this and related topics,
the reader may wish to consult other texts, such as Just, Hueth, and Schmitz
(1982, 2004), Boadway and Bruce (1984), Varian (1992), and Johansson (1987).
This theory starts with the premise that individuals are their own best judges of
their welfares and that inferences about welfare can be drawn for each individual
by observing that individual’s choices among alternative bundles of goods and
services. If an individual prefers bundle 4 to bundle B, then bundle 4 must convey
a higher level of welfare.

What things are to be included in the bundles (such as 4 and B) among which
individuals are assumed to have preferences? There is little controversy over the
inclusion of all the goods and services that can be bought or sold in markets—
consumer goods, the services of household assets such as a house or a car, and
consumer durables. Since time can be used in leisure activities, or sold at some
wage rate in the labor market, individuals must also have preferences among
alternative uses of time, such as reading, outdoor recreation, and working at
some wage rate. Since government and the environment both provide a variety
of services that enhance the welfares of individuals, these services should also be
included in the bundles among which people have preferences. Environmental
services include those provided by cleaner air, cleaner water, and scenic amenities.
Just as importantly, these environmental services are not limited to direct uses of
the environment, such as breathing clean air or observing unspoiled vistas—they
can also include services related to the mere presence of environmental goods,
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such as the knowledge that pristine wilderness areas exist, or that there is a viable
breeding population of a particular endangered species.

If we assume that individuals can rank the alternative bundles according to
their preferences, what properties will the resulting ordering of bundles display?
For our purposes, two properties are important. The first is nonsatiation, or the
“more-is-better” property. This means that a bundle with a larger quantity of an
element will be preferred to a bundle with a smaller quantity of that element,

other things being equal. Formally, if X~ consists of (xl’,...,le.,...,x;) and X"
consists of (XI/, . -,X_;/,- ,X;) and x',> x/" then this individual will prefer X" to X",

The second property is substitutability among the components of bundles. This
means that if the quantity of one element of a bundle, say X, is decreased, it is
possible to increase the quantity of another element, say x,, sufficiently to make

the individual indifferent between the two bundles. More formally, suppose that

. !/ !/ !/ !/ . !/ " !/ li
X' consists of (xl,...,xj,...,xk,...,x]); and X"’ consists of (xl,...,xj,...,xk,...,x])

with /" < x". Substitutability means that there is another bundle X" consisting of
(xll,...,x;/,. Xy ,x;) with x;: > XA/] , such that the individual is indifferent as to
X'and X'. In other words, X' and X" lie on the same indifference surface.?

The property of substitutability is at the core of the economist’s concept
of value. This is because substitutability establishes tradeoff ratios between

pairs of goods that matter to people. In this formulation, the tradeoff ratio is

(xz — ! )/(x: —x;/) or |Ax, /ij.| . In the limit for infinitesimally small changes,

this reduces to | dx, /dx |, which is the definition of the marginal rate of substitution

between x. and x,, or the slope of the two-dimensional indifference curve between
these two elements. The money price of a market good is just a special case of a
tradeoff ratio, because the money given up to purchase one unit of one element
of the bundle is a proxy for the quantities of one or more of the other elements in
the bundle that had to be reduced in order to make the purchase.

If the preference ordering has the properties described here, it can be
represented by an ordinal preference function, or utility function, that assigns a
number to each bundle as a function of the quantities of each element of the
bundle. Specifically,

u=uX, Q T, (3.1)

where Xis a vector of the quantities of market goods, @ is a vector of public goods
and environmental and resource services whose quantities or qualities are fixed
for the individual, and T is a vector of the times spent in various activities that
yield utility to the individual. This utility function is assumed to be increasing in

2 Two other important properties are transitivity and quasi-concavity. If there are three
bundles X', X', and X", and the individual prefers X' over X" and X" over X", then
transitivity is satisfied if the individual prefers X’ over X*. For more on the axiomatic
description of these properties of preference ordering, see Boadway and Bruce (1984)

or Varian (1992).
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all of its arguments, and unique up to a monotonic transformation. For purposes
of mathematical modeling and analysis, it is convenient also to assume that this
function is continuous, convex, and twice differentiable. This preference function
is not the same thing as the cardinal utility function of the classical utilitarians.
Since there is no unit of measurement for this ordinal utility, it is not possible to
add or otherwise compare the utilities of different individuals.

To simplify the exposition and notation, let us now consider an individual
whose utility is a function only of private goods that can be bought and sold in
markets. Assume that tastes and preferences (that is, the utility function) are given
and do not change. The individual faces a set of given prices for these goods and
1s assumed to choose the quantities of the goods so as to maximize his utility,
given the constraints of prices and a fixed money income M. The maximization
problem can be expressed as

maximize u = u(X),
subject to

J
Z ij =M (3.2)

J=1
where X = (xl,.. X x) is the vector of quantities. The solution to this

Xy Xy
problem leads to a set of ordinary, or Marshallian, demand functions

X, = x(P, M), (3.3)

where P = ([71 seees Djsee '/’.7) is the vector of prices.

Substituting the expressions for x; as functions of Pand M into the direct utility
function gives the indirect utility function—that is, utility as a function of prices
and income, assuming optimal choices of goods:

v =P, M). (3.4)
According to Roy’s identity, the demand functions can also be expressed in

terms of derivatives of the indirect utility function,

du/0p; (3.5)
v/ OM

The expenditure function represents a useful perspective on the problem of

¥, (P, M) =~

individual choice. The expenditure function is derived by formulating the dual
of the utility maximization problem. The individual is assumed to minimize total
expenditure,

J
¢= ijxj > (3.6
J=1

subject to a constraint on the level of utility attained,

u(X):u“ , (3.7)



Welfare Measures: Definitions and Concepts 45

where # is the maximum utility attained with the solution to the primal problem.
Just as the solution to the utility maximization problem yields a set of ordinary
demand curves conditional on prices and money income, the solution of the
expenditure minimization problem yields a set of functions giving optimal quantities
for given prices and utility. These are Hicks-compensated demand functions that
show the quantities consumed at various prices, assuming that income is adjusted
(compensated), so that utility is held constant at «°. Substituting these demand
functions into the expression for total expenditure yields the expenditure function.
This expression gives the minimum dollar expenditure necessary to achieve a
specified utility level given market prices. In functional notation:

e=dP, u), (3.8)

where ¢ is the dollar expenditure and «is the specified utility level. The compensated
demand functions can also be found by differentiating the expenditure function
with respect to each of the prices:

ﬁ:hj =, (P.u"), (3.9)
op,

J

where /is the compensated demand for x.

Now consider the set of ordinary demand functions derived from the utility
maximization problem. In order to determine the functional form and parameters
of these demand functions, it is necessary to know the underlying utility function,
and this may not be directly observable. Suppose instead that we observe an
individual’s behavior and estimate the demand functions that describe the
individual’s responses to changes in prices and income. These functions are based
on the same information as the underlying preferences. This is assured, provided
the demand functions satisfy the so-called integrability conditions. These conditions
require that the Slutsky matrix of substitution terms,

Oh[Po(P,M)] _ 0x, (P, M) L% (P,M)

op o anr % (PM): oo
k k

1s symmetric and negative semi-definite (Hurwicz and Uzawa 1971; Silberberg
1978; Varian 1992). If these conditions are satisfied, the system of demand
functions can be integrated to yield the expenditure function, which in turn can
be used to derive the indirect and direct utility functions. If the integrability
conditions are not satisfied, the implication 1s that the observed demand functions
are not consistent with the maximization of a well-behaved utility function. As
explained below, if the integrability conditions are satisfied, it may be possible to
utilize empirically derived descriptions of demand behavior to obtain a complete
description of the underlying preferences, as well as exact measures of welfare
change for a wide range of postulated changes in economic circumstances.
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Welfare Measures for Continuous Goods:
Price Changes

An Overview

In order to introduce the alternative welfare measures, consider first the simplest
case of only two goods and the welfare gain associated with a nonmarginal
decrease in the price of one of these goods. Two types of measures of this welfare
change have been identified in the literature. The first is the change in ordinary
consumer’s surplus, a concept with an origin that can be traced back through
Alfred Marshall to Dupuit. Mishan (1960) and Currie, Murphy, and Schmitz
(1971) provided useful discussions of the history and evolution of the concept of
consumer’s surplus. As Marshall explained it,

[The individual] derives from a purchase a surplus of satisfaction. The excess
of the price that he would be willing to pay rather than go without the thing,
over that which he actually does pay, is the economic measure of this surplus

of satisfaction. It may be called consumer’s surplus.
(Marshall 1920, 124)

Ordinary consumer’s surplus is measured by the area under a Marshallian
ordinary demand curve, but above the horizontal price line. As we will see, the

Price ($)

X

0 X,

Figure 3.1 Two measures of the welfare gain from a price decrease



Welfare Measures: Definitions and Concepts 47

consumer surplus measure cannot be defined in terms of the underlying utility
function.

The other measures of welfare change are theoretical refinements of the
ordinary consumer’s surplus (Hicks 1943), and each can be defined in terms of
the underlying individual preference mapping. Figure 3.1 is used to illustrate these
concepts in the context of two goods (x, and «x, ), where x, is the numeraire good
(ie., p, =1). The figure shows two indifference curves for the individual. Assume
that an environmental improvement reduces the cost of producing x, , so that its
price drops from p to p/. In response to the price reduction, the individual
shifts from the consumption bundle marked 4 at utility level #° to consumption
bundle B at utility level «'. What is the welfare benefit of the price reduction to
this individual? Two additional measures of the welfare change can be defined in
terms of the numeraire good x, :

1 Compensating Variation (CV). This measure asks what compensating
payment (that is, an offsetting change in income) is necessary to make the
individual indifferent between the original situation (4 in Figure 3.1) and
the new price set. Given the new price set with consumption point B, the
individual’s income could be reduced by the amount of ¢V and that person
would still be as well off at point €' as at point 4 with the original price set
and money income. The measure CV'is often interpreted as the maximum
amount that the individual would be willing to pay for the opportunity to
consume at the new price set. However, for a price increase, C'V measures
what must be paid to the individual to make that person indifferent to
the price change. For price decreases, the CV cannot be greater than the
individual’s income; but for a price increase, the C1 could exceed income.

2 Equivalent Variation (£71). This measure asks what change in income (given
the original prices) would lead to the same utility change as the change in the
price of x,. As shown in Figure 3.1, given the original prices, the individual
could reach utility level «' at point D with an income increase equal to EV.
EV is the income change equivalent to the welfare gain due to the price
change. The EV measure has also been described as the minimum lump
sum payment the individual would have to receive to induce that person
to voluntarily forgo the opportunity to purchase at the new price set. For a
price increase, £V 'is the maximum amount the individual would be willing
to pay to avoid the change in prices.

Note that both the EV and CV measures allow the individual to adjust the
quantities consumed of both goods in response to both changes in relative prices
and income levels. Hicks also described two additional measures where the levels
of the goods could not be changed. He referred to them as compensating and
equivalent surplus. The compensating and equivalent surplus measures for price
changes do not answer very useful questions since they both arbitrarily restrict the
individual to consuming a specific quantity of the good whose price has changed.
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Hence, the original form suggested by Hicks will not be considered further, but
we will return to measures of welfare change associated with quantity changes
(with no associated price changes) later in this chapter; and note that, following
Hicks, such welfare measures are often referred to as compensating and equivalent
surplus. The next subsection is devoted to a comparison and evaluation of the
compensating and equivalent variations and their relationship to the ordinary
consumer surplus.

In the many-good case, x, is a composite good that can be treated as an index
of the consumption levels of all other goods except x,. The aggregation of all
other goods into a composite good for graphical representation 1s valid so long as
the prices of all of the goods are assumed to move in the same proportion—that
1s, there are no changes in the relative prices of components of the composite
good bundle. This assumption can be maintained, since we are analyzing only the
consequences of the change in the price of x,.

A Closer Look at the Welfare Measures

This section begins with a presentation of the basic welfare measure for a
marginal change in one price. Then more rigorous derivations are provided for
the consumer surplus, compensating variation, and equivalent variation measures
of welfare change for the case of changes in price. For more detailed treatment of
these topics see Silberberg (1972), Just, Hueth, and Schmitz (1982, Appendix B),
Varian (1992), and Johansson (1987). For a marginal change in, say, p, , the basic
welfare measure is the change in expenditure necessary to hold utility constant.
Using equation (3.9) from the previous section, we have

Oe (P,u“)
w, =——= P’uo 31 1
=gy (P, (3.11)
where w, , is the marginal welfare measure. This result also follows from the
indirect utility function and Roy’s identity:
0v/0
w, =x =Y 3.12)
Ov/OM
or
am
&k, (3.12)
dp,

In equation (3.12), the marginal utility of the price change is converted to
monetary units by dividing by the marginal utility of income. Equation (3.127)
says that the change in income required to hold utility constant is equal to the
change in price multiplied by the quantity of the good being purchased.
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Figure 3.2 The compensating variation and Hicks-compensated demand
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Marshallian Consumer Surplus

In Figure 3.2, panel A shows one individual’s preference mapping in the simple
two-good case. Suppose that the price of good x, falls from p/ to p/. The
individual responds by moving from the original equilibrium at point 4 to point
B on the new budget line. In panel B of Figure 3.2, these equilibrium positions
are plotted in the price and quantity plane. Points 4 and B are on the ordinary
demand curve, holding the price of good x, and money income constant. Since
the Marshallian surplus associated with the consumption of a good at a given
price is the area under the demand curve, the change in surplus for a change
in the good’s price is the geometric area p/ABp in panel B of Figure 3.2. In
mathematical form,

S=| xl (P M)dp, , (3.13)
h
where Sis the change in surplus.
The condition under which § can be interpreted as an indicator of utility
change can be seen by employing Roy’s identity:

% (PM) == 8U(P,M)/8A/[

and substituting this into equation (3.13) to obtain

fﬁw 5'2) PZM /8plld (315)

dv(PM)/OM
If the marginal utility of income is constant over the range of the price change,
this can be written as
" /
_ (gl M) —o(plp. M) (3.16)
Ov/OM

This expression shows that the Marshallian surplus can be interpreted as the
utility change converted to monetary units by a weighting factor—the marginal
utility of income. If the marginal utility of income is constant, then § can be
said to be proportional to the change in utility for any price change. However,
as any one price changes, the constancy of the marginal utility of income is a
restrictive condition. The marginal utility of income cannot simultaneously be
invariant with respect to income and to changes in all of the prices (Samuelson
1942; Johansson 1987, ch. 4).

Alternatively, as Eugene Silberberg explained (1978, 350-361), the integral of
equation (3.15) can be viewed as the sum of a series of small steps from an initial
price and income vector of ( Py e, M ) to ( bl M ) , following a path on which
b, and M are held constant. However, there are other paths over which (3.15) can
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be integrated involving changes away from the initial values for p, and/or M as
long as the terminal point is ( phpl M ) . The other paths, in general, will not lead
to the same solution value for the integral. In other words, the integral in general
will not be path independent.

A similar problem arises when the Marshallian surplus measure is generalized
to simultaneous changes in all prices. In this case, § is defined as a line integral.
This integral will be independent of the path of integration (that is, the order
in which prices and/or incomes are assumed to change) only if the income
elasticities of demand for all goods are equal. The income elasticities of all
goods can be equal to each other only if they are all equal to one, in other
words, if preferences are homothetic. Finally, if the prices of only a subset of
all goods change, a unique § exists if the marginal utility of income is constant
with respect to only those prices that are changed. See Just, Hueth, and Schmitz
(1982) for more details.

Compensating Variation

Suppose now that as the price of good x, is decreased, income is taken away from
the individual so that he remains at the initial utility level and indifference curve
«°. Given the price change and the compensating income change, the individual
would be in equilibrium at point C'in panel A of Figure 3.2. Point C'is also plotted
in panel B of Figure 3.2. Points 4 and C are on the Hicks-compensated demand
curve, a demand curve that reflects only the substitution effect of the change in
relative prices. The device of compensating withdrawals of money income has
climinated the income effect of the price change. Since x, is a normal good by
assumption—that is, it has an income elasticity greater than zero—the Hicks-
compensated demand curve is less price-elastic than the ordinary demand curve.
The difference between the Hicks-compensated and the ordinary demand
functions is one of the main considerations in the comparison of EV, CV, and
consumer surplus measures of welfare change.

Panel A of Figure 3.2 shows the compensating variation measure of the welfare
change associated with the price decrease—that is, the reduction in income needed
to hold the individual on the original indifference curve. In terms of the indirect
utility function, CVis the solution to

o(P'.M)=0(P"M — CV)=1". (3.17)
The CV can also be defined in terms of the expenditure function. It is the

difference between the expenditures required to sustain utility level «°, at the two
price sets:

CV =e(pl,pot”) = (P proi’)

3.18
:M—e(/}{ﬁ/}bu”)>0. 19
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Because CVis defined as the difference between two levels of expenditure, it
can also be written as the integral of the marginal welfare measure (equation 3.11)
over the relevant rangc Spcciﬁcally,

_f/a 88 P, u’ —f }Ll dpl (3.19>

Since spending M at the new price set yields a higher level of utility, we can
also write

M =e(plp,u'), (3.20)
and by substitution
CV:e(pllipwul)76(1)]/:/)2’“0)>0. (3.21)

In other words, although the CVis defined in terms of «°, it also measures the
amount of money required to raise utility from «” to «' at the new set of prices.

The CVis equal to the area to the left of the Hicks-compensated demand curve
between the two prices—that is, the area p/ACp" . The partial derivative of the
expenditure function with respect to p, gives the change in expenditure (income)
necessary to keep the individual on % for small changes in p. As shown above,
this derivative gives the Hicks-compensated demand curve—that 1s, it gives the
optimal quantity for x|, holding utility constant. For finite changes, the integral of
this derivative is the area to the left of the Hicks-compensated demand curve—

that is, the CV. In other words,

cv = f,, ”/q (P )dp, . (3.22)

Unlike the Marshallian measure of surplus given by equation (3.13), this
measure does not rely on any assumption about the constancy of the marginal
utility of income. This is because this measure integrates along a constant utility
indifference curve at #°. In the many-good case, when several prices change, the
CV of the price changes taken together is the integral of the set of compensated
demand functions evaluated by taking each price change successively. The order
in which the price changes are evaluated is irrelevant. This follows from the
symmetry of the cross price substitution terms—that is, 0x/0p, = 0Ox,/p,.

Equivalent Variation

The equivalent variation can also be derived through the expenditure function.
Panel A of Figure 3.3 shows the same preference mapping and price change for an
individual. With a price decrease, the £Vis defined as the additional expenditure
(income) necessary to reach utility level #, given the initial set of prices. In terms
of the indirect utility function, EVis the solution to

(P, M+EV)=9(P",M)=1". (3.23)
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Figure 3.3 The equivalent variation and the Hicks-compensated demand
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In Figure 3.3, the EV 1s the additional expenditure necessary to sustain point ¢’
over point 4 at the initial prices, or

EV = e(pllapwul)_e(ﬁllaﬁwuu)

(3.24)
= e(p{,pQ,ul>—M > 0.

Since the money expenditure levels are the same at point 4 and point B—that s,
e( s pQ,u“> = e( X% ) —this can also be written as

EV:g(p]/,pw;/)—g(p]/ﬁppu'), (3.25)
In other words, although the EV'is defined in terms of the monetary equivalent
of a change from «° to «', it can also be measured by the change in expenditure
associated with price changes given utility level «'.

The EV can also be written as the integral of the marginal value measure
(equation 3.11):

_ ﬁ@e(P,u])
EV = f,, a—pldpl. (3.26)

The price derivative of the expenditure function (this time holding utility
constant at u') generates another Hicks-compensated demand curve through point
Bin panel B of Figure 3.3. The area to the left of this Hicks-compensated demand
curve between the two prices (area p/C'Bp") is the equivalent variation welfare
measure. In other words,

EV = fﬂ :‘,/zl(P,M)dpl . (3.27)

As 1n the case of the CV this measure does not require any assumption about the
constancy of the marginal utility of income; and the measure for multiple price
changes is path independent.

All of this discussion has been in terms of the welfare gain due to a price
decrease. The derivation of the welfare cost of a price increase can be worked out
in a symmetrical fashion. In general, for any price change, the CV welfare measure
1s the area to the left of the Hicks-compensated demand curve that passes through
the initial position. The £V measure of the welfare change is the area to the left
of the Hicks-compensated demand curve that passes through the final position.

A Comparison of the Three Measures

Although the Marshallian consumer surplus has some intuitive appeal as a welfare
indicator, it does not measure either of the theoretical definitions of welfare
change developed here. In general, it is not a measure of gain or loss that can
be employed in a potential compensation test. The Marshallian surplus does lie
between the CVand the £V, however, this opens the question of whether it can be
a useful approximation to either of these other measures, a question that is taken
up below in the subsection Consumer’s Surplus Without Apology.
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In contrast, the CV and the EV do represent welfare relevant measures. The
EV is the monetary equivalent of a price change. It can be interpreted as an
index of utility in the sense that it imputes the same monetary value to all changes
from an initial position that result in the same final utility level. This is an ordinal
utility index (Morey 1984). For example, suppose a change from initial position 4
to position B has an EV of $10, while a change from 4 to C has an EV of $20. It
cannot be inferred that the second change conveys twice as much extra utility as
the first change. This is because it evaluates all changes from an initial position
at the same set of prices. The CV cannot be interpreted as an index of utility—
rather, it measures the offsetting income change necessary to “prevent” a utility
change. As Silberberg put it, “the [£V] imputes a dollar evaluation to a change in
utility levels for a particular path of price changes, while the [CV] derives dollar
values necessary to hold utility constant when prices change” (1972, 948).

The two measures £V and CV will be the same if the income elasticity of
demand for good x, is zero. In this case, the ordinary and Hicks-compensated
demand curves are identical. With positive income elasticity, the £V exceeds the CV
for price decreases, but the GV exceeds the £V when price increases are considered.
The difference between points € and B in Figure 3.2, and between points 4 and
C'1in Figure 3.3, is one of income level. If the income elasticity of demand for
x, were zero, the income differences would have no effect on the purchase of x,.
The CV and the £V would be exactly equal, and they both could be measured by
the area under the ordinary demand curve. The higher the income elasticity of
demand for x , the larger the difference between the EVand the CV, and the larger
the difference between either of the measures and the ordinary consumer surplus.

There is symmetry between the CV and the £V measures that can be seen by
comparing Figures 3.2 and 3.3, and by comparing equation (3.21) with equation
(3.24), and by comparing equation (3.18) with equation (3.25). For simplicity, let
I represent the initial price set (with /) and let II represent the second price set
(with p/"). The CV for moving from I to II with «” as the reference utility level is
exactly equal to the £V of moving from II to I with #' as the reference utility level.
The CVis a welfare measure for the move from 4 to B via point C; the EV starts
at point B and measures the reduction in income necessary to get to point 4, and
therefore «° via point C". Similarly, the £V for the move from I to IL is just equal to
the CVstarting at II and %', and moving to L.

This symmetry relates to the interpretation of CV and EV as measures of
willingness to pay (WTP) and willingness to accept (WTA) compensation. The CV
is sometimes described as the maximum willingness to pay for the right to purchase
the good at the new price level (i.e., the lump sum payment that the individual
would be willing to make that would just exhaust the potential for welfare gain
from the new price). This description is accurate only for a price decrease. For a
price increase, the C'V defines the minimum payment to the individual sufficient to
prevent a utility decrease; in other words, it defines a WTA measure. Similarly, the
EV defines a WTA measure for a price decrease—that is, the sum of money the
individual would require to voluntarily forgo a proposed price decrease. However,
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Table 3.1 The implied rights and obligations associated with alternative price sets

Welfare measure Price increase Price decrease

EV — Implied property right in the change WTP to avoid WTA to forgo
CV - Implied property right in the status quo WTA to accept ~ WTP to obtain

for a proposed price increase, the £V is a WTP measure—that is, the maximum
sum of money that could be taken away from the individual—yielding a loss of
utility equivalent to that caused by the price change. Whatever the direction of the
price change, the C'V takes the initial utility as the reference point.

These two measures can also be interpreted in terms of the implied rights
and obligations associated with alternative price sets. The CV carries an implicit
presumption that the individual has no right to make purchases at a new set of
lower prices, but does have a right to the original price set in the case of price
increases. In contrast, the £V contains the presumption that the individual has
a right to (an obligation to accept) the new lower (higher) price set, and must be
compensated (make a payment) if the new price set is not to be attained. Based
on this interpretation of the two measures, some economists have argued that
the choice between them is basically an ethical one—that is, one that depends
on a value judgment as to which underlying distribution of property rights is
more equitable (Krutilla 1967; Mishan 1976). All of this can be summarized as
in Table 3.1.

Tor two alternative price changes, the welfare measures should be the same
if both changes place the individual on the same higher indifference curve.
However, if the two price changes place the individual on different indifference
curves, the welfare measure should correctly indicate the preference ranking of
the two alternatives. The EV measure always provides a consistent ranking in this
sense, but the €'V measure does not.

Figure 3.4 illustrates why this is the case. It shows an individual in equilibrium
at point A, given prices and money income. Suppose that one policy proposal
would increase the price of x, and decrease the price of x, simultaneously. The
individual would achieve a new equilibrium at point B. The CV measure of the
welfare change is shown as C'V, . The second policy alternative would decrease the
price of x, while increasing the price of x,. This would lead to a new consumer’s
equilibrium at point C. Point € has been drawn on the same indifference curve as
point B. Therefore, the measure of welfare change should be the same for the two
policy alternatives. However, as can be seen by inspection, the C'V for the second
policy, CV,,
policy while the individual is in fact indifferent between the two policies. The EV

is larger. The CV measure would indicate a preference for the second

gives the same welfare measure for the two policy alternatives. This is because
the £V measure bases its comparison on a point on the indifference curve passing
through the new equilibrium, but with the old prices. If two policies are on the
same new indifference curve, the £ measure picks the same point for measuring
the welfare effects for both policies.
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Figure 3.4 The compensating variation incorrectly ranks two alternative policies

If the question being asked by policymakers is, “does the proposed change
pass the Kaldor potential compensation test?” then C'Vis the measure to use. The
Kaldor potential compensation test is one form of potential Pareto improvement
test that asks whether it is possible for the winners to fully compensate all of the
losers from the proposed policy change and still leave someone better off. For each
person, the CV gives the compensating income change required to maintain that
person at his or her initial utility level. If the sum of what could be collected from
all gainers exceeds the sum of the required compensations for losers, the proposal
passes this form of the potential Pareto improvement test. The fact that the CV
cannot rank consistently two or more policy changes is no obstacle to its use in
this manner. This is because the potential Pareto criterion itself provides no basis
for ranking two or more proposed policy changes. If two proposed changes both
pass the Kaldor potential compensation test, the potential Pareto improvement
criterion provides no basis for choosing between them.

On the other hand, if the question being asked by policymakers is, “does the
policy pass the Hicks version of the potential compensation test?” then EVis the
appropriate measure. The Hicksian test asks whether it is possible for the losers
to bribe the gainers to obtain their consent to forgo the proposed policy change.
The potential gainers would accept a bribe only if it were large enough to raise
their utility by the same amount as the proposed policy would have. The offered



58 Welfare Measures: Definitions and Concepts

bribe would have to be as large as each individual’s £V measure of welfare gain;
and the maximum bribe that would be offered by the potential losers would be
their £V measure of loss. Thus if the sum of the £V of all gainers exceeded
the sum of the EVs of all losers, the proposal would pass the Hicks form of the
potential compensation test. Also, since the Hicks form of the compensation
test is based on the £V measure, it will consistently rank two or more policy
changes, provided that society is indifferent as to the distribution of gains and
losses across individuals.

Measurement

Simply put, the problem posed for applied welfare economics is that the desired
welfare measures, the CV or the EV, are based on the unobservable Hicks-
compensated demand functions, while the one measure based on the observed
Marshallian demand functions is flawed as a welfare indicator. The typical practice
had been to use the Marshallian surplus anyway, and to offer such justifications
as “Income effects are likely to be small”; “with only one price change, path
dependence is not an issue”; and “it is the only measure we have and it is better
than nothing.” Then Robert Willig (1976), in a widely cited article, provided a

Price (%)
P,

”

x,(P, M)
h(P, u")

h(P, u’)

i g SR g e

=
=
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Figure 3.5 Deriving the Willig bounds for S as an approximation to CV



Welfare Measures: Definitions and Concepts 59

justification for using the Marshallian surplus by examining the magnitude of the
differences between S and €V or EVunder different conditions. Willig argued, “In
most applications the error of approximation will be very small. In fact the error
will often be overshadowed by the errors involved in estimating the demand curve”
(1976, 589). Following his work, several authors have developed methods for direct
calculation of the CVand EV from information contained in the ordinary demand
function, either through a Taylor’s series approximation (McKenzie and Pearce
1982; McKenzie 1983), or as exact measures through integration to obtain the
indirect utility function and the expenditure function (see for example, Hausman
1981). The second subsection describes Hausman’s contribution.

Consumer’s Surplus without Apology

Willig (1976) has offered rigorous derivations of expressions relating CT, S,
and EV These expressions provide a way of calculating the magnitude of the
differences among the three measures for given prices, quantities, and income.
The differences among the three measures depend on the income elasticity
of demand for the good in question and consumer surplus as a percentage of
income. The differences among the measures appear to be small and almost
trivial for most realistic cases. The differences are probably smaller than the
errors in the estimation of the parameters of demand functions by econometric
methods.

Willig’s bounds for the approximation errors are based on the fact that the
differences between S and CV or EV arise from an income effect on the quantity
demanded; and the size of that effect depends on the change in real income
brought about by the price change and on the income elasticity of demand for the
good. This can be shown in a nonrigorous way for the case of one price change
with the help of Figure 3.5. Although this exposition applies to the case of only
one price change, the Willig expressions can be generalized to accommodate
multiple price changes (Willig 1979), provided that a specific path of integration is
chosen. In Figure 3.5, the ordinary and compensated demand curves are assumed
to be linear. Let S'represent the area a + b + ¢. So:

CV=a+b=5—c¢ (3.28)
and
EV=a+b+c+d=S5S+4d (3.29)

The errors in using S to approximate ¢V and EV are equal to the areas ¢ and d
respectively. For a price change from p/ to p/, the factors influencing the size of
the approximation error can be seen by examining the determinants of the area ¢:

CV—-8S=—c=—1Ap-Ax", (3.30)

where Ax” is the income effect on the quantity demanded of x, which is associated
with reducing income sufficiently to hold utility at «°. Let AM" represent this
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income change. By definition, AM" is CV. The definition of income elasticity of
demand is

_ A M (3.31)
AM  «x

M

Solving this expression for Ax" gives

Mo, A o 5.3
‘ M M
Substituting this into equation (3.30), we obtain
Ap-x-E, -CV
oM

CV—8=— (3.33)
In general, for small changes in p, Ap-x ~ .S . This is strictly true for the linear
demand curve when x is evaluated at the midpoint between x'and x”. Finally,
dividing both sides by CT'to express the error in percentage terms gives

V-S __Eu S (3.34)

v 2 M

This is similar to the Willig expression for the approximation error. The principal
difference is that it expresses the error as a percentage of CV, while Willig’s term
makes the error a percentage of S. It says that the error is proportional to the
income elasticity of demand and consumer surplus as a percentage of income. A
similar line of reasoning can be used to derive the relationship between £V and S.

Willig’s analysis is more rigorous than this in that it takes into account the
possibility that for finite changes in price and quantity, the income elasticity of
demand may vary over the range of the price change. Willig derived rules of
thumb for calculating the maximum error in using S as an approximation for £V
or CV. The rules of thumb are applicable if the following conditions are met:

i& <0.05
M 2 (3.35)
S Ev 605
M 2
and
S
—<0.9, (3.36)
M

where £, and E . are the smallest and largest values, respectively, of the income
elasticity of demand for the good in the region under consideration.
Given these conditions, the rule of thumb for CVis
i . E‘\I S
M 2

(3.37)

5

o8| s Fu
S M2
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and the rule of thumb for £V 1s

S—EV
S

i&<
M o2

<i.EM . (3.38)
M2

The first thing to note is the conditions under which these rules of thumb are valid.
Consider equation (3.36) first. The change in consumer surplus as a percentage of
income depends on the size of the price change, the price elasticity of demand,
and expenditure on this good as a percentage of total income. The smaller the
price change and the smaller the proportion of income spent on the good, the
smaller §/M becomes. It can readily be shown that

Ap
b

From a given initial situation, S is largest when the demand curve is perfectly
inelastic. Then §= |x-Ap| and (3.39) holds as an equality. With more elastic
demand, § < |x-Ap| and the condition follows. For example, it shows that for a
good absorbing 50 percent of total income and for a 100 percent price change,
S/M cannot exceed 0.5, while for a 10 percent price change for a good absorbing
10 percent of income, S/M will be less than 0.1. Thus, condition (3.36) 1s likely to
be satisfied except for very large price increases for goods with low price elasticities

X (3.39)
M

2 <
M

that also absorb a large proportion of the total budget.

As for the first condition, the smaller consumer surplus is as a percentage of
income, and the smaller the income elasticity of demand is, the more likely it is
that (3.35) be satisfied. For example, if consumer surplus is 5 percent of income,
the income elasticity of demand can be as high as 2.0 and still satisfy (3.35). If
S/M just barely satisfies condition (3.36), the income elasticity cannot exceed 0.11
to satisfy (3.35).

Assuming that conditions (3.35) and (3.36) hold, then let us turn to the rules
of thumb. First, according to (3.35), the maximum error involved in using § as an
approximation for either CVor EVis 5 percent. Second, the smaller the change
in income elasticity over the range being considered, the more precise (3.37)
and (3.38) are as statements of the error involved in using S rather than CV or
EV.If the income elasticity of demand does not change over the range being
considered, the left-hand and right-hand sides of (3.37) and (3.38) are equal to
cach other and the errors are zero, as discussed above. Finally, as the income
clasticity of demand for the good decreases, the differences among ordinary
consumer surplus, CV, and EV decrease, disappearing as F, goes to zero.

Willig’s analysis has been interpreted as providing a justification for using
consumer surplus as an approximation of the GV or the EV. However, there are
two reasons why one should be cautious about adopting the Willig approach to
welfare measurement. The first has to do with limitations on the applicability
of the Willig conditions to some kinds of problems of welfare measurement,
including some of specific interest to environmental and resource economists.
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Figure 3.6 The Willig approximation and the error in estimating dead-weight losses

The second arises because of the recent development of new methods for
obtaining exact measures of CV and EV from the same information that is
required to use the Willig approximation.

The Willig conditions for valid approximation were developed for changes
in S resulting from changes in the price of some market good. However, many
environmental and resource policy issues require information on the total
value of some environmental service as a measure of what would be lost if
the resource were destroyed or diverted to some other use. For example, the
economic cost of damming a river that provides whitewater canoeing and trout
fishing would be measured by the total areas under the Hicks-compensated
demand curves for these activities. This is equivalent to measuring the change
in consumer surplus for a price increase from the present price to the vertical
intercept of the Hicks-compensated demand curve. Bockstael and McConnell
(1980) pointed out that for the linear demand function, the income elasticity
of demand goes to infinity as the price approaches the vertical intercept; and
thus, the approximation error cannot be calculated. In a comment on Bockstael
and McConnell (1980), Hanemann (1980) showed that if the parameters of
the Marshallian demand function were known, it was unnecessary to compute
the Willig approximation error, since the ¢V could be calculated directly. In
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this, Hanemann (1980) apparently anticipated the analysis of Hausman (1981),
discussed below.

For some questions, the variable of interest to policymakers is not CV but
some fraction of CTV—for example, the dead weight loss associated with a tax
on a commodity. Suppose an excise tax raises the price of a good from p' to
p", as shown in Figure 3.6. The consumer’s loss as measured by CVis the area
a+ b+ ¢, butonly b + ¢is an efficiency loss, since a 1s a revenue transfer to the
government. If the ordinary demand curve is used to approximate the consumer
loss, the area ¢ is the error. If the Willig conditions are satisfied, ¢ is an acceptably
small percentage of Sand CV; but it can be an unacceptably large percentage of
the true dead weight loss.

The second reason for being cautious about using the Willig approximation is
that better methods of welfare measurement now exist. If the demand functions
being used to calculate § reflect utility maximizing behavior on the part of
individuals, they should satisfy the integrability conditions. If this is the case, it
is possible to calculate CV and EV directly without approximation. On the other
hand, if the demand functions do not satisfy the integrability conditions, then it
is inappropriate to use the Willig approximations, since their derivation was also
based on the assumption of utility-maximizing behavior.

Exact Welfare Measurement

Hausman (1981) presented a procedure for exact welfare measurement based on
the recovery of the parameters of the utility function from data on consumers’
demand. His procedure, which was developed for the case of only one price
change, involves four steps. The first involves combining the ordinary demand
function and Roy’s identity to obtain a partial differential equation:

dv(P,M)/0p, (3.40)

P.M)=—
5 (P, M) d0(P, M)/oM

If the utility function is separable so that the demand function contains only its
own price argument, and if the demand function is linear, this becomes:

80(P,1M)/ap1 , (341)

a—(b'ﬁ1)+(C'M):_@U(p,M)/aM

where the parameters a, b, and ¢ are estimated econometrically, and where p, and
M are deflated by an appropriate index of the other prices. Changes in p, and M
that involve moving along an indifference curve must satisfy

v () dpy (t>
op () dt

dv(-) dM (1)
OM (1) di

=0, (3.42)
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where ¢ defines a path of price changes. Rearranging this expression, substituting
into (3.41), and using the implicit function theorem gives

M ( p,
dlip)ﬂ—(b'ﬁl)ﬂvM), (3.43)
the solution of which is
1 b
M(l’l):k'exp(%)_;a_(b'pl)_; s (3.44)

where £ 1s the constant of integration, which depends on the initial level of utility.
If units are arbitrarily chosen so that £ is the initial utility level, the quasi-indirect
utility function and quasi-expenditure function follow directly:

u=Fk ~exp(—cpl){[1\/l+%] a—(b~pl)—é} (3.45)
and
0 1 b
e=k -exp(c/)l)—; a—(b-pl)—;. (3.46)

These expressions are termed “quasi” functions because they do not contain
information about the effects of the prices of other goods on utility or expenditure.
Hausman’s method depends on the ability to solve the differential equation that
is obtained from Roy’s identity. Hausman has shown a method of solution for the
case when only one price changes, and has discussed in general terms the solution
in the case of multiple price changes.

Conclusions

Selection of a welfare measure has long involved questions both of appropriateness
and of practicality. The Marshallian surplus measure was frequently chosen on
the grounds of practicality, even though it was recognized that the measure was
inappropriate in that it did not answer any specific well-formed welfare question.
Willig’s development of the bounds for the errors of approximation in using S
gave encouragement to this practice. However, quickly on its heels have come new
approaches to exact welfare measurement that offer the opportunity to calculate
the more appropriate ('Vand EV measures directly.

One question related to practicality remains, however—do we know enough
about the functional form of the utility function to implement the exact
measurement methods? Assuming a functional form for the system of demand
functions for purposes of estimation is equivalent to assuming the functional
form of the underlying utility function. One approach is to assume a specific
functional form for the utility function or indirect utility function, and to derive the
demand functions for estimation. If this is the approach taken, then plugging the
estimated parameters back into the utility function to calculate welfare changes is
straightforward, provided the parameter estimates of the demand function satisfy



Welfare Measures: Definitions and Concepts 65

the integrability conditions. Since researchers have been reluctant to specify the
functional form of the utility function, one alternative has been to specify so-
called flexible forms for the indirect or direct utility function (for example, Deaton
and Muellbauer 1980). Again, if the integrability conditions are satisfied, deriving
“exact” welfare measures from the “approximate” flexible functional form of the
utility function is straightforward. The alternative is to seck guidance from the
data by selecting the functional form for the demand functions based on goodness-
of-fit and consistency with the restrictions imposed by theory:

Welfare Measures for Continuous Goods:
Quantity Changes

Many environmental policy proposals involve changes in either the quantities or
the qualities of nonmarket environmental goods and services, rather than changes
in the price of a marketable good. From the individual’s point of view, the most
important characteristic of some environmental goods is that they are available
only in fixed, unalterable quantities. These quantities act as constraints on each
individual’s choice of a consumption bundle. The analysis of this class of problems
is often referred to as the theory of choice and welfare under quantity constraints
(Johansson 1987). The imposition of quantity constraints raises some new issues
in the theory of choice and welfare measurement. The analysis of these problems
has evolved out of the theory of rationing as initially developed by Tobin and
Houthakker (1950/1), and Neary and Roberts (1980).

This section provides a brief description of the model of individual preferences
and choice under imposed quantity constraints. The corresponding measures of
welfare impacts for changes in the quantities of imposed goods are then derived.
These measures are essentially similar to the compensating and equivalent surplus
measures for price changes presented in Hicks (1943), but the change being
considered is one of a quantity or quality change, rather than price. As mentioned
carlier, Hicks referred to these measures as compensating or equivalent “surplus,”
and this terminology convention is continued in this chapter. The section closes
with a brief discussion of the value of changes in ¢ when ¢ is a bad.

The Basic Model
Consider an individual whose utility function has the following form:
ux, Q) (3.47)

where X = (xl,...,x]) isthe vector of private goods quantities,and Q = (ql,...,qK-)
is a vector of environmental and resource service flows (unpriced public goods)
that is exogenous to the individual. It is possible that there is a positive price for at
least some of the elements in @; but to keep the exposition simple, all prices for
elements of @ are assumed to be zero. Let P = (p, - .,[9]) be the vector of prices
for X. The individual maximizes utility subject to a budget constraint
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P-X=M, (3.48)

where M 1s money income. This yields a set of conditional demand functions for
the marketed goods:

v, =ux,(P,.M,Q). (3.49)

In general, @ will be an argument in these conditional demand functions, along
with prices and income. The term “conditional” refers to the fact that these
functions are conditioned upon the imposed Q.

Inserting the conditional demand functions into the utility function gives the
conditional indirect utility function

v= v(P,zW,Q), (3.50)

Inverting the conditional indirect utility function for M yields a conditional
expenditure function that gives the minimum expenditure on market goods
required to produce utility level u, given P and Q. This is

e=M=¢(P,0,u). (3.51)

For simplicity, in what follows Q is assumed to consist of only one element, ¢. In
order to make graphic presentations of some of the key points, it is assumed that
X 1s the numeraire, represented as x with a price of 1. Finally, it is assumed that at
the given prices and income, the individual would choose more of ¢ if given the
option (i.e., ¢ is a “good”).

To begin with, the marginal value of a small increase in ¢ is the reduction in
income that is just sufficient to maintain utility at its original level. If w 1s the
marginal value or marginal willingness to pay for a change in ¢, it is given by the
derivative of the restricted expenditure function with respect to ¢ or

w =——. (3.52)

The right-hand side of this expression is also equal (in absolute value) to the
slope of the indifference curve through the point at which the welfare change is
being evaluated. There are several ways to present compensating surplus (GS) and
equivalent surplus (£S) for changes in quantity-constrained goods.

The first way is based on the conditional indirect utility function. The GS and
LS measures are defined implicitly as the solutions to the following expressions:
CS is the solution to

o(P,M,q")=0(P,M—CS,q'), (3.53)
and ES'is the solution to
o(P,M+ES,q")=u(P,M,q'). (3.54)

These two measures can also be defined in terms of the conditional expenditure
function. For a change in ¢, CSis
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M+ES

x=M

M-CS

0 q’ q q
Figure 3.7 Compensating and equivalent surpluses for a change in q
CS = e(P,qO,uO)— e(P,ql,u“> =M - e(P,ql,uO) . (3.55)
The ES measure given by the conditional expenditure function is
ES = e(P,qO,ul>— e(P,ql,ul) = e(P,qO,ul)— M. (3.56)

ES and CS are shown graphically in Figure 3.7. The increase in ¢ enables the
individual to reach point B with utility equal to «'. The CS is the distance B-C.
Alternatively, if income increased by the ES value while holding ¢ constant, the
individual could achieve # at point D. Thus, £S'is the distance 4-D.

A second way to derive the £Sand €S measures 1s also based on the conditional
expenditure function. The value of a nonmarginal change in ¢ is the integral of
this function taken over the relevant range, or

1 Oe( P,g,u
o ), s

This is either a CS or an E£S measure, depending on whether (=0 or = 1.

Before leaving this section, note that there are two ways in which more ¢ could
be a bad, rather than a good, for an individual. The first way is when ¢ has a price
greater than zero and the individual would prefer to have less than the quantity
being imposed given that price. The welfare measures £S and €S are still defined
in the same way, but now they are negative for increases in ¢ and positive for
decreases in ¢.
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The second way in which ¢ can be a bad is the more fundamental one—it is
when the marginal utility of ¢ is negative. Even at a zero price, the individual
would prefer to receive a smaller quantity. In both cases, the welfare measures £S
and CS are defined in the same way, and again they are negative for increases in
¢ and positive for decreases in ¢. In addition, all of the discussion of exact welfare
measurement techniques and approximations carries over with appropriate
changes to the case of ¢ as a bad.

Welfare Measures for Discrete Goods

In the first part of this chapter the models described for changes in price exploited
the marginal equalities revealed when individuals optimize over choice variables
that are continuously variable. This is not always a realistic way to model the
individual choice problem. Some problems are better viewed as involving the
choice of one option from a range of discrete alternatives. For example, the choice
might be whether or not to take a once-in-a-lifetime cruise around the world, or
whether to travel to work by private auto, bus, or on foot. The solutions of discrete
choice problems of this sort are essentially corner solutions. Consequently, there
are no tangencies from which a marginal rate of substitution can be inferred.
Discrete choice models have been developed both to predict individuals’ behaviors
in these choice contexts and to draw inferences about welfare change on the basis
of observed choices.

In this section, a simple discrete choice model is presented, and measures of
welfare change and value are derived from the model. Welfare measures for both
price changes and quantity changes are considered. Subsequent chapters present
detailed discussions of applications and estimation approaches. A wide range of
environmental problems and decision making can be represented in a discrete
choice setting, including: voting yes or no on a referendum question; accepting or
rejecting a hypothetical offer for an environmental commodity; the choice of which
of several alternative houses to live in based in part on environmental quality in
their vicinity; and the choices of whether or not to undertake a specific recreation
activity or to visit a specific recreation site. For expositions of the specification,
estimation, and interpretation of discrete choice models generally, see Ben-Akiva
and Lerman (1985) and Train (2009). Hanemann (1999) gave a more advanced
exposition in the context of valuing environmental changes. See also Johansson,
Kristrom, and Miler (1989) and Hanemann (1989).

Consider an individual’s decision regarding which one of several alternative
goods to purchase. The individual can choose one good from a set of 7 alternatives
G =1,...,J), where each good has a vector of environmental quality attributes Q.
associated with it. The price for good j is p; . The individual gets utility from the
discrete good chosen and the consumption of a numeraire good.
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With this construction, a conditional utility function associated with each
alternative can be written as:®

u, =, (M, Q) =1 ] - (3-58)

The individual will choose to consume the alternative that yields the highest
utility; that is, the chosen alternative 7 will satisfy

w,(M,p,0.)>u,(M,p,,0,), j.k=1...7. (3.59)

It is straightforward at this point to implicitly define the compensating and
equivalent variation associated with a price change for one or more of the
alternatives. Specifically, the compensating variation associated with a decrease in
all prices of the discrete alternatives can be written implicitly as:

Max u, (M, 4),Q;)=Max u (M —~CV,4},0,), (3.60)
J J

where superscript “0” indicates the original price, and superscript “1” indicates
the new, lower set of prices. The expression makes clear that the option chosen
after compensation is paid could also differ from either the original alternative or
the choice without compensation. Likewise, equivalent variation can be written as:

Max u, (M +EV,17,Q;) = Max u,(M,,0,) (3.61)
J J

where the base level of utility is the utility associated with the new price vector
rather than the original.

It 1s also straightforward to construct the compensating and equivalent surplus
measures associated with a change in the vector of quality attributes associated
with each alternative:

Max u, (M,pj,Q?) = Max u, (M—CSanaQt );
) i (3.62)

Max u; (M—l—ES,pj,Q?) = Max ; (M,pj,Ql/ )
. ; : ;

J

A common representation of the utility function is additive. By also recognizing
that the budget constraint implies that the amount of the numeraire that can be
(I35

consumed when alternative 5" is chosen is M — . the conditional utility function
can be written as: ’

w, =B(M—p)+i,(Q), j=L.J (3.63)

where 3 can be interpreted as the marginal utility of income, and i (Q))
1s a function representing the utility associated with the quality aspects of the
alternative. With this specification, the compensating and equivalent surpluses for

3 Note that this is a conditional ndirect utility function. We depart from our standard
notation used throughout the rest of the book and use «(-) to denote an indirect
utility function in this case for consistency with the established literature in this area.
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a quality change are identical (a direct result of the constant marginal utility of
income, () and can be written as:

cs:ESzé{l\{axuxM, £Q)~Maxu, (M., Q) j=lLow] (364

Expression (3.64) is intuitively appealing, as it says that the compensating and
equivalent variation associated with a quality change 1s simply the difference in
utility from the most desirable alternatives before and after the change, divided by
the marginal utility of income. The marginal utility of income acts to monetize
the utility difference.

Thus far, the discrete choice behavioral model and associated welfare measures
have been presented in a deterministic form, just as the behavioral model
underlying the continuous demand functions and their associated welfare measures
were presented earlier in this chapter. Typically, however, analysts employing the
discrete choice model recognize that there are individual characteristics and/or
omitted variables that are not observable to the researcher, but are known to the
individual making the decision. To incorporate this idea, an additive error can be
added to the observable component

ux/' :vj<1wapj>Qj> + 8]” j‘:l,...,], (365)

where €. is a random, unobservable component of utility. As before, utility
maximizers will choose the alternative that yields the highest utility, but from
the perspective of the analysis, the utility is now random. This “random utility
maximization” model, or RUM model (Thurstone 1927; Marschak 1960;
McFadden 1974, 1978, 1981), implies the probability that the individual chooses
to purchase alternative “k” can be expressed as the probability that the utility
associated with £1s greater than the utilities associated with all the other alternatives:
v (M —p,,
Pr(k)="Pr ! po0 , V= k. (3.66)
+ &g >0,(M—p;,0;) + ¢

McFadden (1974) demonstrated that if the error terms are independently and
identically distributed (i.i.d.) with a Type I Extreme Value distribution, a logistic
distribution results and this probability can be written simply, as follows:

o (M=p Q1) I\ 4, B
Pr(k) B A Mh Q) + z]:e”f(”*p/,(l/) - ;e |
> (3.67)

where Avjk: 0 M—pk,Qk].

M—p 'R Q 71 Yk
The logit model of choice implies certain restrictions on individuals’ choices
and preferences. The most notable is that choices must have the property of the
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Independence of Irrelevant Alternatives (IIA). This issue, and a host of additional
topics related to interpretation and estimation of RUMs, will be discussed in later
chapters.

The introduction of an error term complicates welfare computation since only
the probability of choosing a particular alternative under a price or quality change
can be considered. A general expression for the compensating variation associated
with a price change is:

Maxo,(M, 4,Q,)+¢;|=Max[o,(M —CV,1}.,0))+¢ |, (3.68)
ax| 9 lax|o ; ;

where CTV = CV(M,PO,PI,QJ,E) and € = (81,...,8‘7) denotes the full vector of
error terms. A corresponding equivalent expression for EV can be written. As
the notation indicates, this welfare measure will itself be a random variable and
its expected value can be computed (Small and Rosen 1981; Hanemann 1984).
Using the linear functional form identified in (3.63), compensating and equivalent
variations are equal to each other. If in addition, the error terms are Type I
Extreme Value, then the mean CV and EV terms take a particularly simple form,

with:
- i,
CV=EV :l{ln > e
J=1

.
e

J=1

—In

} , (3.69)

where v;. =v; (zM, [);.,Qj) for t =0, 1. Similar calculations can be used to obtain
the value of adding or deleting a site with a specified set of characteristics from the
individual’s choice set. For the addition of site 7 + 1, the expression is

J
D e ” ; (3.70)

}. (3.71)

These measures are examples of compensating and equivalent variation
approaches to defining a welfare measure using a random utility framework.
Hanemann described two such approaches and examined the relationships among
them (Hanemann 1999, 43-48).

J+l

e

J=1

—In

V=EV =+l
3

and for deleting site 7, the expression is

J=L J 0
Sy
J=1

J=1

—In

V= EV =1l
3

When CV and EV Diverge: Willingness to Pay
versus Willingness to Accept Compensation

The results from Willig discussed earlier imply that measures of compensating
variation (or surplus) should in theory generally be very close to their associated



72 Welfare Measures: Definitions and Concepts

equivalent variation (or surplus) measures. Since these measures have willingness
to pay for and willingness to accept compensation interpretations, another way to
say the same thing is that WT'P to acquire a good or price change should typically
approximately equal WTA to do without the change. However, there is a substantial
body of evidence from stated preference studies, laboratory experiments, and field
experiments that suggests that differences between WTP and WTA for the same
good can be quite large (Horowitz and McConnell 2002; Sayman and Onculer
2005). Efforts at explaining these differences have taken several paths.

One argument is that these divergences do not represent actual divergences in
preferences but reflect experience with the good and the trading environment in
which the values are elicited. List (2003, 2004) studied the divergence in an actual
marketplace and found that the disparity is highly correlated with experience in
the market: those who have extensive experience in buying and selling the good
(sports memorabilia at trade shows) exhibit no meaningful disparity. Focusing on
the experimental environment in which these values are elicited, Plott and Zeiler
(2005) argued that when a full suite of experimental controls is employed, the
divergence between WTP and WTA disappears. They presented findings from
three experiments to support their argument and concluded that the differences
between WTP and WTA reported in the literature relate to misconceptions that
subjects have about the task they faced in the experiment, rather than representing
a reflection of true value disparity. Fudenberg, Levine, and Maniadis (2012)
undertook a similar set of experiments (though their focus was on “anchoring”
effects) and found evidence for the existence of the disparity, albeit of smaller
size than many previous studies. Other authors have suggested and studied
explanations that relate to the value elicitation environment (Hoehn and Randall
1987; Kolstad and Guzman 1999; Guzman and Kolstad 2007).

A second path involves examining the theory of preferences and value more
closely to see whether theory predicts the large disparities between true WTA and
WTP. One example of this is in the work of Hanemann (1991, 1999). He has
shown that the price flexibility of income can be expressed as the ratio of two
other terms:

=t 5.72)

q o, ’
where o is the aggregate Allen-Uzawa elasticity of substitution between ¢ and
the composite commodity X and £, is the income elasticity of demand for ¢. If
the elasticity of substitution (a measure of the curvature of the indifference curve
between ¢ and private goods) is low, ¢, can be close to zero. This can lead to a high
value for Eq and a large difference between CS and ES. However, Hanemann’s
analysis does not explain the persistent differences between the two measures
in experiments with simulated markets involving commonplace goods such as
lottery tickets, coffee mugs, and pens (see Knetsch and Sinden 1984; Kahneman,

Knetsch, and Thaler 1990).
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Figure 3.8 The value function and the endowment effect

Zhao and Kling (2001, 2004) have also offered a possible explanation that is
largely consistent with the standard paradigm. They considered consumers who
make decisions about whether to buy or sell goods whose value is uncertain to
them when they have the opportunity to delay the decision and gather more
information in the meantime. They demonstrated that there are conditions under
which this will lead to lower WTP values and higher WTA values than theory
would predict in the absence of this potential for learning. The dynamic welfare
measures they derived will be further discussed in Chapter 5.

A final approach, and the one that seems to have gained the most traction, has
been to move further from standard economic theory. Thaler (1980) proposed that
the reconciliation of theory with observation can be brought about by postulating
an “endowment effect” on individuals’ valuation functions and a kink in this
function at the status quo point. He suggested that this is a reasonable extension
and generalization of the prospect theory of Kahneman and Tversky (1979) to
choices not involving uncertainty. The idea of the endowment effect and the
differential valuation of gains and losses can be shown with the aid of Figure 3.8.
The horizontal axis shows the quantity of an environmental good ¢. The vertical
axis shows the compensating welfare measure for changes in ¢. This measure is
positive (WTP) for increases and negative (WTA) for decreases from some status
quo point. Suppose that the status quo is ¢,. The associated valuation function
w, shows the monetary payment (compensation) that holds utility constant for
a given increase (decrease) in ¢ from ¢ . This function is kinked at the status quo
point of ¢,, showing that the marginal valuation of increases in ¢ is substantially
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lower than the marginal valuation of losses from ¢,. A change in the endowment
of g from ¢, to g, shifts the valuation function. In addition, as Figure 3.8 shows, the
willingness to pay for an increase from g, to ¢, is substantially less than the required
compensation for the decrease from ¢, to ¢,.

In conclusion, although the observed large differences between WTP and
WTA can be explained by replacing the standard utility model with one that
incorporates an endowment effect, it is not clear that this is always necessary.
These differences can also be explained by the absence of close substitutes in the
case of unique and perhaps irreplaceable resources and as the rational response to
uncertainty and the high cost of information about preferences.

Aggregation and Social Welfare

Assume now that we have obtained measures of the welfare changes, either plus
or minus, for all individuals. How can we use that information to make choices
about public policy alternatives? To put the question in its most profound sense,
what is the appropriate relationship between the welfare of individuals and the
social welfare? What follows is a brief review of alternative social welfare criteria.
Since the main concern of this book is with measurement, the question of social
welfare criteria—that is, how to use the measures—is off’ the main track. For a
more extensive discussion of the problem, see Mishan (1960), especially section
III, and Boadway and Bruce (1984).

In the literature on welfare economics there are basically four ways to approach
this question. The first approach to the question is the so-called Pareto criterion.
Only policy changes that make at least one person better off (that is, an individual
experiences a positive welfare change) and make no individual worse off (that is, no
individual experiences a negative welfare change) pass this criterion. This criterion
deliberately rules out any attempts to add up, or otherwise make commensurable,
the welfare measures of different individuals. Since virtually all actual public
policy proposals impose net costs on at least some individuals, most policy actions
by the state could not be accepted under this criterion. This would be particularly
true in the environmental area, where environmental management costs are often
channeled through the production sector while benefits accrue to households in
the form of increased levels of environmental services. It 1s unlikely that this would
result in a pattern of incidence of benefits and costs in which no one would lose.
The restrictive features of the Pareto criterion have stimulated an ongoing search
for a welfare criterion that would justify the state doing certain things that at least
some people feel it should be able to do.

The second approach to the question was proposed in slightly different forms by
Kaldor (1939) and Hicks (1939)—these are the two different forms of a potential
compensation test discussed earlier. Let us review these tests in the present context
of aggregation and social welfare.

As noted earlier, the Kaldor version of the test asks whether those who gain
by the policy can fully compensate for the welfare losses of those who lose by the
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policy. The Kaldor version of the test would be satisfied if the sum of all individual
CVand CS measures of welfare changes were greater than zero. The criterion is
essentially one of potential Pareto improvement, since if the compensation were
actually paid no one would lose from the policy.

The Hicks version of the potential compensation test asks whether those who
lose from the policy could compensate the gainers for a decision not to proceed
with the policy. If the answer is yes, the policy should be rejected according to
the Hicks criterion. If the policy was rejected and compensation was actually
paid, those who would have gained from the policy would be just as well off as
if the policy had been adopted, and those who would have lost are at least as
well off as they would have been with the policy. The Hicks version of the test
takes acceptance of the project as its reference point. In effect, it is a decision to
forgo the project that creates the gains and losses that are relevant to the Hicksian
version of the potential Pareto improvement criterion.

Should compensation actually be paid in either the Kaldor or Hicks cases? If
one thinks the answer should be yes, then the compensation test is transformed into
a variation of the Pareto criterion in which the state serves to enforce the taxes and
transfer payments that are necessary to ensure that no one actually experiences
a welfare loss, assuming that such taxes and transfers would be costless. If one
thinks that the answer should be no, this is equivalent to, in effect, assuming that
all individual welfare changes are commensurate and can be summed together
into an aggregate measure of welfare change. This is the efficiency criterion of
the new welfare economics. According to the efficiency criterion, the objective of
social policy is to maximize the aggregate value of all of the goods and services
people receive, including environmental and resource services. One justification for
the Hicks—Kaldor potential compensation test is that a large number of efficient
projects will spread benefits sufficiently wide so that everyone is a net gainer from
the set of projects taken as a whole, even though some might be losers on individual
projects. See Polinsky (1972) for an interesting development of this line of reasoning;

Alternatively, one might believe that whether compensation should be paid
depends upon who has to pay and who gets the benefits. This requires consideration
of the equity (fairness) in the distribution of income as an element in the evaluation
of social policy. The third approach to the question of social welfare criteria,
proposed by Little (1957), makes explicit the concern for equality. He proposed a
twofold test. First, does the policy pass the Kaldor test? Second, does the resulting
change improve the distribution of income? The Little criterion legitimizes a
concern with the distributional effects of changes in resource allocation, but it
does not resolve the question of what constitutes an improvement.

The fourth approach to the question involves an attempt to make specific social
judgments regarding equity, and to introduce equity considerations systematically
into the evaluation of social policy. The most common proposal calls for the
establishment of a social welfare function that gives different weights to individual
welfare changes according to the relative deservingness of the different individuals
(Eckstein 1961; Haveman and Weisbrod 1975). Of course, the main problem with
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the social welfare weight approach 1s the determination of the weighting function
(Freeman 1971).

Nevertheless, willingness to make explicit value judgments about equity makes
it possible to consider a wider range of policy choices. For example, if one opts
for the Pareto criterion or the potential compensation version of the Hicks—
Kaldor test, one rules out the possibility of accepting a project that has a sum of
individual welfare changes that is less than zero, but would substantially improve
the distribution of income. An example of such a policy would be one that imposes
a welfare loss of §1,000 on a millionaire while bringing benefits of $99 to each of
ten impoverished orphans. A welfare-weighting function could approve negative
sum policies like this, provided that the weights given to the beneficiaries were
sufficiently greater than the welfare weights of the losers. In addition, neither of
these criteria would reject a project that imposes costs on no one, but distributes
benefits only to the richest in our society. Some might make the value judgment
that this, in itself, is undesirable. A social welfare function that included some
measure of inequality of the aggregate distribution as an argument might reject
inequality-creating projects like this, and it would also be likely to accept negative
sum projects that reduced inequality.

The potential compensation test criterion is perhaps the most controversial
feature of standard welfare economics. On the one hand, it has been criticized as
being incompatible with the Pareto criterion since it allows for a ranking of projects
that are Pareto noncomparable. On the other hand, many economists argue that
lump sum transfers or other means of transferring wealth are a more appropriate
way for addressing equity concerns. Thus, one should adopt projects that pass the
potential compensation test and also take steps to efficiently address distributional
concerns. In any case, these concerns have not deterred governments from using
it for some kinds of policy choices, and economists from advocating greater use of
it in a wider range of environmental and resource policy questions.

Summary

This chapter has provided a derivation and explanation of the compensating
and equivalent measures of individual welfare change for changes in prices
and quantities for both discrete and continuous goods. The compensating and
equivalent measures answer different kinds of policy-relevant questions because
they make different implicit assumptions about the relevant status quo. It is
Interesting to examine some hypothetical examples.

Suppose that the question is whether to locate a landfill in a particular
neighborhood. The neighbors are likely to oppose this proposal, and suppose that it
1s accepted that the neighbors have a right to an undisturbed neighborhood. Then
the relevant measure of the harm for locating the landfill in their neighborhood
would be the sum of their compensating measures of loss (CT and CS). The
appropriate measure of the gain to those who would use the landfill would be
their willingness to pay to locate it in this neighborhood—also a compensating
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Table 3.2 Implied property rights and associated welfare measures

Implicit “rights” Policy question Gainers Losers

To the present Require cleanup? Neighbors, Polluter,

polluter compensating compensating
measure (WTP) measure (WTA)

To the potential Allow pollution? Polluter, equivalent  Neighbors,

polluter measure (WTA) equivalent measure
(WTP)

To the neighbors Require cleanup? Neighbors, Polluter, equivalent
equivalent measure measure (WTP)
(WTA)

To the neighbors Allow pollution? Polluter, Neighbors,
compensating compensating
measure (WTP) measure (WTA)

measure. Alternatively, if it is argued that the larger society has a right to locate
the landfill anywhere, then what is relevant is the neighbors’ willingness to pay to
keep it out of their neighborhood. This is an equivalent measure of the potential
loss (EV and ES). For the users of the landfill, the value of locating the landfill in
this neighborhood is what its users would require to compensate them for locating
it in a less desirable place—an equivalent measure of benefit.

Suppose, instead, that the offending facility is a polluting factory that has
been in the neighborhood for a long time. If the neighbors are deemed to have
a right to a clean neighborhood, then the appropriate reference point for welfare
measurement is their utility levels after the factory has stopped polluting. This
implies an equivalent measure of welfare change (£1 and ES). Specifically, this is
a measure of the compensation that the neighbors would require to forgo having
the pollution stopped, and a measure of the factory owners’ willingness to pay to
continue to pollute. Alternatively, if the factory has a right to pollute, compensating
measures of the gain from stopping the pollution are appropriate (C1 and GS).

In each case, the appropriate welfare measure can be found by examining the
nature of the social transaction that is implied by the policy decision at hand, and
by the implicit rights to the services of the environment presumed to be held by
the various parties to the transaction. The results for the examples discussed here
can be summarized in Table 3.2.
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Chapter 4

Welfare Measures

Theoretical Basis for Empirical
Assessment

For market goods, welfare effects due to changes in prices have been defined in
terms of the area under the appropriate Hicks-compensated demand curve. For
nonmarket goods, welfare effects due to changes in quantities have been defined
in terms of the area under the marginal willingness-to-pay curve for the good
or service. The marginal willingness-to-pay curves exist for public goods and
nonmarketed goods such as the services of the environment; but they cannot
be estimated from direct observations of transactions in these goods. Given
the absence of markets for public goods and environmental goods, how can
information on demand and benefits be obtained?

As described in Chapter 2, there are basically two approaches to obtaining
demand and value information for changes in the quantities of nonmarket goods.
They are the revealed preference methods that involve the estimation of value
from observations of behavior in the markets for related goods and the stated
preference methods for deriving values from responses to hypothetical questions.
This chapter explores some of the possible relationships between demands for
private goods and demands for environmental services in an effort to determine
under what circumstances the demands for environmental services can be inferred
from information on market transactions for a related private good. Let ¢ denote
some measure of environmental or resource quality. The task is to estimate in
monetary terms the changes in individuals’ welfares associated with changes in ¢.

The basic thesis of this chapter is that the degree to which inferences about
the benefits of increases in ¢ can be drawn from market observations and the
appropriate techniques to be used in drawing these inferences, both depend upon
the way in which ¢ enters individual utility functions. Broadly speaking, there
are three ways that ¢ can affect an individual’s utility: (a) ¢ can produce utility
indirectly as a factor input in the production of a marketed good that yields utility;
(b) ¢ can be an input in the household production of utility-yielding commodities;
or (c) ¢ can produce utility directly by being an argument in an individual’s utility
function. In the third case, there are a variety of ways in which ¢ can interact with
one or more market goods in the individual’s preference structure. For example,
there may be a substitution or complementary relationship between ¢ and some
private good. If the nature of the household production process or the forms of
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interaction between ¢ and private goods can be specified, it may be possible to
infer the value of ¢ to the individual from observations of choices of the related
market goods.

The next section briefly explores the case where ¢ is a factor of production
for a market good. The bulk of the chapter, however, is devoted to examining
models of the ways in which ¢ can affect utility more directly. The exploitation
of possible relationships between environmental goods and private goods leads
to several empirical techniques for estimating environmental and resource values.
These techniques have the following characteristics: (a) they are consistent with
the basic theory of demand and consumer preferences; (b) they provide a means
for estimating the indirect utility function, the expenditure function, or the
compensated demand function for the environmental service; and (c) they are
practical in the sense of imposing realistic data and computational requirements.
The chapter concludes by examining those sources of value that are potentially
missed by relying on revealed preference data alone, broadly classified as “nonuse”
or “passive use” values.

Environmental Quality as a Factor Input

When ¢ 1s a factor of production, changes in ¢lead to changes in production costs,
which in turn affect the price and quantity of output or the returns to other factor
inputs, or both. The benefits of changes in ¢ can be inferred from these changes
in observable market data. There are several examples where ¢ can be interpreted
as a factor input. The quality of river water diverted for irrigation affects the
agricultural productivity of irrigated land. The quality of intake water may
influence the costs of treating domestic water supplies and the costs of production
in industrial operations that utilize water for processing purposes. Agricultural
productivity is impaired by some forms of air pollution, and to the extent that air
pollution causes materials damages, it can affect the costs of production for a wide
variety of goods and services.
Assume that good x is produced with a production function,

x = x(k, 1, ), (4.1)

where £ and [ are capital and labor, respectively, and where the marginal product
of ¢ is positive. With given factor prices, and assuming cost-minimizing behavior,
there is a cost function:

C=Upy b, 4% (+.2)

Since ¢ affects the production and supply of a marketed good, the benefits of
changes in ¢ can be defined and measured in terms of changes in market variables
related to the x industry. A change in ¢ will cause shifts in both cost curves and
factor demand curves. The consequences of these shifts depend on conditions
in factor and product markets. Changes in ¢ can produce benefits through two
channels. The first is through changes in the price of x to consumers. The second
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1s through changes in the incomes and profits received by owners of factor inputs
used in x production.

To illustrate the first channel, assume that x is produced in a competitive
industry under conditions of constant cost—that is, factor supplies to this industry
are infinitely elastic. Assume that the change in ¢ affects the cost curves of a
significant proportion of producers in the market. As a result, the supply curve
shifts downward, causing a fall in the price and an increase in total quantity. The
benefit of the price reduction accrues to consumers and can be measured by the
methods described in Chapter 3.

To 1illustrate the second channel—changes in the incomes received by factors
of production—consider only one producer who is a price taker in all markets.
If the change in ¢ affects only this producer, output price will not be changed.
Since the change in ¢ affects the marginal costs of production, the firm’s marginal
cost and supply curves are shifted down. In this case, the benefit is equal to the
increase in quasi-rents to the firm. This benefit will accrue to the owner of a fixed
factor—land, for example—or to the residual income claimant as profit. In either
case, benefits can be measured by changes in profits and fixed factor incomes.
However, if the producers affected by changes in ¢ face less than perfectly elastic
factor supply curves, at least some of the benefits will be passed on to factors
through changes in factor prices and incomes. The factors’ shares of benefits can
be approximated by the areas to the left of factor supply curves.

The effects of these two channels are combined in Figure 4.1. When the supply
curve of the industry is shifted down to S”, the price decreases to p”. The benefit
to consumers of x is approximated by the change in consumers’ surpluses, the area
p'BCp". Part of this benefit, p'BFp", is at the expense of a reduction in producer
and factor surpluses, so the net gain from the lower price is BCF. The lower supply
curve results in factor surpluses and quasi-rents equal to p"” CE. The net increase to
producers and factors is AFCE, so total benefits are equal to ABCE.

Implementation of these measures requires knowledge of the effects of changes
in ¢ on the cost of production, the supply conditions for output, the demand curve
for good «, and factor supplies. There are two special cases where the estimation
of benefits is relatively straightforward.

The first is the case where ¢ is a perfect substitute for other inputs in the
production of a good. An increase in ¢ leads to a reduction in factor input costs.
If the substitution relationship is known, the decrease in per unit production
costs is readily calculated. For example, if water quality improvement results in a
decrease in chlorination requirements for drinking water supplies, the decrease in
chlorination costs per unit of output can be readily calculated. Where the change
in total cost does not affect marginal cost and output, the cost saving is a true
measure of the benefit of the change in ¢. If the change in ¢ affects marginal
cost, the benefits should include the effect of the lower cost on output and price.
However, if the percentage reduction in marginal costs is small or the marginal
cost curve 1s inelastic, or both, the corresponding increase in output would be
relatively small. Thus, the decrease in total cost could still be used to provide a
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Figure 4.1 The welfare measure when q affects the production of x

rough approximation of true benefits. This approach, sometimes referred to as
the “damage function” approach, has been the basis of a number of estimates
of the materials, household cleaning, and agricultural crop-loss benefits of air
pollution control, and of the benefits to municipalities, industries, and households
of reduced contamination of intake water supplies.

The second case that makes the estimation of benefits relatively straightforward
1s where knowledge of cost, demand, and market structure suggests that the
benefits of a change in ¢ will accrue to producers. Then benefits may be estimated
from observed or predicted changes in the net income of factor inputs. If the
production unit in question 1s small relative to the market for the final product and
for variable factors, it can be assumed that product and variable factor prices will
remain fixed after the change in ¢. The increased productivity then accrues to the
fixed factors of production in the form of profit or quasi-rent.

More generally, however, estimates of the value of ¢ require knowledge of
the cost and demand functions. In some studies, it has been possible to use
econometric methods to estimate a cost function that includes an environmental
quality variable (for example, Mjelde et al. 1984; Garcia et al. 1986; Neeliah and
Shankar 2010). Other studies have used various simulation approaches to model
the behavior of producers and their responses to changes in an environmental
variable. Models and techniques for valuing the effects of ¢ on production are
discussed in more detail in Chapter 8.
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An Individual’s Demand for Environmental Quality

In order to analyze those cases where ¢ affects individuals directly, the basic model
of individual preference and demand, with environmental quality included as
an argument in the utility function, must first be reviewed. The implications of
different forms of utility functions for estimation of the demand for ¢ can then be
examined.

Consider a single individual who has a utility function

u=uX, q), (+.3)

where X = (xl,...,x]) is a vector of private goods quantities. In entering
environmental quality as an argument in the utility function, it is assumed here
that the individual perceives the effects of changes in environmental quality. For
example, if high ozone levels cause respiratory irritation, the individual is assumed
to be aware of the irritation, so that he feels “better” when it is reduced. He need
not know the cause of the irritation or the actual levels of air pollution. If the
individual 1s not aware of the effects of changes in ¢, the revealed preferences
methods of benefit estimation cannot be applied. For example, individuals may
not perceive the effects of long-term exposure to air pollutants on their probability
of chronic illness or death. If that is the case, changes in ¢ will not affect their
behavior and observations of market behavior will yield no information about the
value of reducing risks to health.
Assume that the individual maximizes utility subject to a budget constraint

Dby <M, (4.4)

where M is money income. The individual takes ¢ as given and does not have to
pay a price for this freely provided quantity. The solution to this problem yields a
set of ordinary demand functions

x. = x(P, M, q), (4.5)

where P = ( Drseees p]) is the vector of private good prices. Note that in general ¢
could be an argument in all private good demand functions.

The dual to the utility maximization problem can be stated as follows: minimize
expenditure (Z‘; p;x; ) subject to the constraint that utility equals or exceeds
some stated level, say «°. The solution to this problem gives the expenditure

function
oP, q, u") = M. (4.6)

The expenditure function has a number of useful properties for applied welfare
analysis. First, as shown in Chapter 3, the derivative of the expenditure function
with respect to any price gives the Hicks-compensated demand function for that
good—that is,

%i =h, (P,q,uo). (4.7)
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Similarly, the derivative of equation (4.6) with respect to ¢ (with the appropriate
change of sign) gives the Hicks-compensated inverse demand function, or marginal
willingness to pay for changes, in ¢. Let w, be the marginal willingness to pay or
marginal demand price for ¢, then

Oe (P ,q, u’ )
w, =———".
q 8q
An alternative expression for the marginal willingness to pay can be obtained
by setting the total differential of the indirect utility function equal to zero and

solving for the compensating change in income associated with the change in g¢.
Specifically,

(4.8)

v =P, M, g), (4.9)
dvzﬁdM+@dq=0, (4.10)
oM Jdq
and
M 0/ dy (.11)
dg v/ OM’

where dPis zero by assumption.

If the value of the derivative of the right-hand side of equation (4.8) can
be inferred from observed data, then we have a point estimate of the marginal
willingness to pay for ¢. If this derivative can be estimated as a function of ¢,
then we have the marginal willingness to pay function for ¢. Let I/Vq represent the
benefit to the individual of a nonmarginal increase in the supply of ¢. I/Vq is the
integral of the marginal willingness-to-pay function, or

W(,:—f; e,(P,q,u)dq (4.12)
:e(P,q’,u)fe(P,q”,u).

This 1s either a compensating surplus (GS) or an equivalent surplus (£S) measure
of welfare change, depending on the level of utility at which equation (4.12) is
evaluated. The question to be discussed in the next section is whether there are
any circumstances in which information about equations (4.8) or (4.12) can be
derived from observations of market prices and quantities for private goods.

The Structure of Preferences and Measures of Value

The main purpose of this section is to describe the available techniques for
revealing these welfare measures, or approximations of them, using observable
data on related behavior and individual choice. The strategy will be to explore
credible a priori assumptions that support restrictions on the form of the utility
function and/or demand functions for market goods or household produced goods
that, in turn, aid in revealing the individual’s preferences for environmental quality.
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Different types of restrictions have different implications for the measurability of
the demand for environmental quality. Developing a careful taxonomy of the
methods for teasing out the welfare effects of interest helps reveal the broader and
more general basis for the welfare economics of environmental valuation.

There are several ways additional structure can be given to the general model
of preferences and choice discussed above. Each of these alternatives involves
some kind of assumption about the structure of preferences and/or the constraints
on individual choice. Each of the assumptions implies some kind of connection
between observable demands for market goods and the values of environmental
services and public goods; and each assumption provides a basis for inferring the
marginal willingness to pay for ¢ from observations of the relationships between
¢ and the demands for market goods. It is also important to examine what is
required to obtain values of nonmarginal changes in ¢, since these are what are
required for most real-world policy questions. For each of the alternatives, the
specific restrictions are identified, along with a discussion as to how inferences
about value can be drawn from observations of individual choices.

The relationships between ¢ and other goods that have been found to
be of use imnvolve, broadly speaking, either substitution or complementarity
relationships between ¢ and other goods. Exactly how these relationships work
out methodologically, however, depends on a number of other considerations. In
what follows, consideration s first given to those cases in which the environmental
good 1s a substitute for a marketed good that enters the utility function. A
fundamentally equivalent construct is one in which the environmental good is an
input into a household production function and has marketed-good substitutes in
the production process. The latter is perhaps the more general and more useful
way of conceptualizing the problem.

Attention is then given to a second category of models, namely those in which
the environmental good is in some way complementary to another good. The
complementarity is often most usefully conceived such that the environmental
good is a quality characteristic of the related good. There are two often-used
derivatives of this construct. In one, the related good is itself a nonmarket good
produced by the household using a household production process. The second is
one in which the related good is marketed, but units of the good are heterogeneous
and quality-differentiated. Because the good is marketed, the prices of units with
higher levels of quality embodied in them are bid up.

Several of the alternatives involve making some kind of assumption about the
separability of the utility function. Thus, it will be useful to first review the concept
of separability and the implications of various forms o